Grid Computing

|OBSERVATORY

Pierre Auger Observatory

= 1600 Surface Detectors (Cherenkov)
* 4+ 1 Fluorescence Telescopes

* 6 x 5 Fluorescence Cameras

= 10 % of the time (night — no moon)
* Hybrid Events : SD + FD

* Better determination of the energy

High Energy Cosmic Ray

* Energy 1020

+ 1/km? / century

* Expected hybrid events: 10 per year

Pierre Auger Observatory
Experimental Array : 2001-2004
Production Area : 2004

* Full production : 2006

* Inauguration in 2008

* The largest Cosmic Rays Observatory »
* 3000 km? - in the Argentina Pampa !FR - s

Worldwide collaboration

More than 500 scientists from 94
institutions from 19 countries

L
VO auger established in 2006 by

the Prague group (CESNET and
FzU)

26 sites
11 countries

Sites supporting the VO auger (Computing Elements)

VO auger in Top Ten

TOP10YOs. Januery 2011 - Decermber 2011

“The following table shows the distribution of Total elapsed time grouped by VO and DATE forly
Information about TOP 10 -ordered by CPU ime- VOs Is retumed)

o it [ Aot | septi | ooit [Tocii ]
Blice 11562034 14797120 13760700 16605 BAERT62 19,01 968 20705194 2545480 21 GO0M6 1991DAT 22012152 SN0 204164577 5%
.

%
26532909 14011451 23560052 28575995 33HI5BI5 240016 33TAEA0 B 07436 TIN5 R0 ADIGETI 79216 362,314,905 25.90%
2 5

Compechem 472745 132250 649056 709 2mB BEE A0S0 1PE2 TS 056%

TI82E THMS 9N GBS SEST ABAN  BES  AVAO SN 0N BISE 2432 1066 050%
e G537 43 4SS0 AR ST GBS IAIHS 20REE B4 ASIE  ASED 10214 BN 056
Theh 138467 13904479 962552 103485 1957175 OOEE 7RIS 7425 1071544 GRS AGDES 195AE2 | 1IBAREH 80N
Whoophys 62142 SmES 77550 GMEL OGN A UG 4722 GESER  TMB®  GEEY SIS | G259 05
678,930 115966457 125,739 A17 136 407,900 121,474,391 35.070.77 141,053,800 135900169 67306666 1399,130.105
TGS TN Ten  eaw  Ba  omn  oin 9w 00w

7

VO auger is the biggest CPU consumer after the LHC VOs

Source: EGI Accounting Portal

Data Management
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The Pierre Auger Observatory and

Cosmic Ray Showers

When a cosmic ray particle reaches the Earth, it
collides with a nucleus high in the atmosphere,
producing many secondary particles, which share
the original primary particle's energy. The
secondary particles subsequently collide with other
nuclei in the atmosphere, creating a new
generation of energetic particles that continue the
process, multiplying the total number of particles.
The resulting particle cascade, called "an extensive
air shower," arrives at ground level with billions of
energetic particles extending over a large area.

Simulations of Ultra High Energy Cosmic Ray : L.
Showers is a CPU intensive task and produces :’/ﬁ'__ 4
large outputs. Showers are independent, 3 im
parallelization is trivial. Many independent P <!
simulation jobs can be run.

Bulk Production on the Grid

Total elapsed time per country, statistics for 2011.

oy _ .

e Many sites from several countries
contribute to the total computing

= capacity available for the Pierre Auger
Observatory.
e
MC simulations jobs are run by a dedicated team Grid is used only for the large scale MC production of

started in Prague, since 2009 moved to Granada team. cosmic ray showers with different models and parameters.
Individual users may use the same resources

Physics Results

op 25 Hottest A s of 2011 hottest papers in APP
oottt from Auger ! Plus 15t and 209 rank!
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= b most cited paper of APP ¢

[ published after 2008 ;
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Front page of Science for
the paper about anizotropy
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Already 35 papers published with significant impact
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