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Preface

This Annual Report describes research enabled or enhanced through access a dis-
tributed computing infrastructure (DCI) as developed and operated by Meta-
Centrum, the National Grid Initiative (NGI). The Annual Report also covers
an overview of the national Grid, the distributed computing and short to mid-
term storage environment coordinated by CESNET in collaboration with several
Czech universities.

The 2010 was the last year of the seven year long CESNET Research Intent
that helped to shape national e-Infrastructure in most of the last decade. Lot of
activities were therefore dedicated to prepare the new era, as CESNET was in
early Spring 2010 declared by the Czech government as operator of Large Re-
search Infrastructure, to be funded since 2011. CESNET position is in a general
way defined in the Roadmap of Large Infrastructures for Research, Development
and Innovations of Czech Republic. Three subjects are listed as completing the
future digital infrastructure of the Czech Republic —the Czech e-Infrastructure.
They are CESNET, responsible for networks and coordination of distributed
computing infrastructure, Center CERIT-SC responsible for cloud infrastruc-
ture and research and development of novel ways of use e-Infrastructures, and
Center IT4Innovations, responsible for High Performance Computing (Super-
computing) and related research and development. As a result, MetaCentrum
underwent in 2010 a transformation to become a respected coordinator of the
national grid infrastructure.

New large international projects, co-funded by the European Union under
the 7th Framework Program, started in May 2010 to shape the EU distributed
computing landscape. CESNET is a member of EGI InSPIRE, a project dedi-
cated to coordinated management and further development of the EU Grid—the
EGI (European Grid Infrastructure). CESNET contributes to most workpack-
ages and recently became a task leader of the Distributed Middleware Support
Unit (DMSU). CESNET is providing the full backoffice technology and support
for the whole EGI collaboration. Also, since project beginning, CESNET repre-
sents the Central Europe Grouping at the Project Management Board. While
EGI InSPIRE covers operational aspects of EGI, its middleware is developed in
the EMI (European Middleware Initiative) project, where CESNET is also con-
tributing. There, further development of the Logging and Bookkeeping service,
as well as care of some aspects of the security are CESNET primary focus. Seem-
ingly exotic is CESNET participation in the CHAIN project—Coordination and
Harmonization of advanced e-INfrastructures—where it leads a separate work-
package, but this involvement provides a wider view on e-Infrastructures in gen-
eral and serves as an excellent feedback for development plans at the national
level. MetaCentrum users were encouraged to use the large European grid in-
frastructure, through access to the Virtual Organization for Central Europe (the
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VOCE). CESNET also helped to manage the astrophysics virtual community
Auger.

The Annual Report is however not about the MetaCentrum only, but its
primary goal is to demonstrate the potential of free access and proper use of
distributed computing infrastructure. The scientific results described in this An-
nual Report, in 12 chapters covering work of individuals to very large research
teams and even institutions, would not be achieved without access to computing
and storage resources, provided through MetaCentrum. The excellent scientific
results, journal and top proceedings publications, are a proof of the added value
that coordinated distributed infrastructure provides to research teams from very
different scientific areas. All this confirms that users benefit from MetaCentrum
transformation into the Czech NGI and its wide involvement in the international
activities. MetaCentrum is fully prepared to serve the national research commu-
nity also in the next period, where the bulk of computing resources will not be
owned by CESNET, and the role of the coordinator of distributed computing
infrastructure will become even more important.

Brno, March 2011 Ludék Matyska
MetaCentrum Director
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Infrastructure






The MetaCentrum Infrastructure in 2010

1 Introduction

The first part of this Yearbook describes the infrastructure operated by the Na-
tional Grid Initiative MetaCentrum. We give an overview of available hardware
resources and software, developments in cluster operation, resulting in significant
resource utilisation increase in 2010, and an overview of information resources
available to the users. Statistical information about resource utilisation is also
provided.

2  Summary

Throughout 2010, the task of the MetaCentrum was to run and further develop
the national distributed computing infrastructure—the National Grid Infra-
structure—and integrate it into the analogous European Grid Infrastructure,
mainly with corresponding international (7RP EU) projects.

The total computing and storage capacity consists of a combination of CES-
NET sources and computing systems provided by partners, notably Supercom-
puting Centre Brno at the Masaryk University, Charles University in Prague,
and University of West Bohemia in Pilsen. However, other systems were success-
fully connected to the national grid during the project; Bohemian University
in Ceské Budgjovice, MZLU in Brno, BUT in Brno, etc. The entire computing
capacity and related storage space is available to the students, academic work-
ers and other researchers of the universities, Academy of Sciences institutes and
other research organisations free of charge.

Long-term goal of MetaCentrum, grid activity supported by CESNET] is to
build and operate the National Grid Infrastructure in the Czech Republic. Meta-
Centrum includes operation of distributed production grid, development of grid
middleware and involvement in international grid infrastructure through partic-
ipation in corresponding international projects. In recent years, this activity has
been covering not only distributed computing resources, but also operation of
storage capacities, serving as repositories for computational as well as general
data.

With the consideration of the continuing MetaCentrum activity transforma-
tion into full featured National Grid Infrastructure (NGI) and the direct succes-
sion of CESNET Large Infrastructure, the main 2010’s effort was focused on fur-
ther improving of user support and finishing the actual part of virtualization and
planning development. We focused on further development and emphasizing the
role of national coordinator of Grid activities. Logical division of MetaCentrum
into the national coordinating organisation and the resource provider parts was
finished in 2010. MetaCentrum web portal has been transformed accordingly to
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these disposals. Details about MetaCentrum as the coordinator of grid activities
in the Czech Republic are located at http://metacentrum.cz, while informa-
tion about resources provision—covering also the MetaCetrum role of one of the
national grid providers—are located at http://metavo.metacentrum.cz web
pages. Users and the cooperating institutions have the adequate information
about roles of MetaCentrum and the internal responsibilities the organisation
have been defined in a more precise way.

The development in 2010 was focused on finishing of conditions for trans-
fer to the new infrastructure of schedulers which provides more autonomy for
separate nodes of the national grid. This concept also eliminates the depen-
dence on commercial scheduler PBSPro and replaces it with Torque system and
custom-developed components. Development in the field of virtualization also
continued towards the principles of cloud computing, providing better reactions
on immediate user requests (flexible computing power).

In the area of resource utilisation, the increasing trend of previous years
continued. Total usage of almost all resources with unrestricted access was
about 75%, where new powerful machines reached long-term utilisation over
85%. Those numbers represent heavy saturation of computational capabilities.
Concurrently with high usage of provided capacities, the amount of enrolled
publications with acknowledgment to MetaCentrum also grows. High usage and
the growing trend of amount and quality of publications gives proof of Meta-
Centrum’s direct user cooperation and support and confirms also the viability
of virtualization concept in the environment of national computational capacity.
Strong saturation of MetaCentrum’s resources shows the deprivation of com-
putational capacities in the Czech Republic. It is a serious argument for the
necessity of building new centres like IT4Innovations and CERIT-SC.

3 International Grid Projects

MetaCentrum is fully integrated into international activities and related projects.
In 2009-2010, MetaCentrum participated in the preparation of many of projects
under the 7th EU Framework Programme and some of them were chosen by
committee to be realized. MetaCentrum was a major partner to pan-European
grid infrastructure projects throughout the research plan. In the EGEE project
series (2004-2010), the MetaCentrum manager held the office of Member of
the Project Management Board, representing all of Central Europe. The Meta-
Centrum director was also co-ordinating the key project EGI_DS (European
Grid Initiative Design Study). The latter project designed the organisational
and functional structure of the future pan-European grid infrastructure, which
is currently being implemented under EGI InSPIRE, in which the MetaCentrum
is again involved as a partner. The EUAsiaGrid project lasted till the end of June
2010 and the part of its activities has been continuing since December 2010 under
the CHAIN project. With relation to positive valuation of EUAsiaGrid project,
the eSCAPE project was prepared and submitted in the second half of 2010
(with CESNET coordination, together with partners from Asia-Pacific region).
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The project focused on development of tools, procedures and environments for
effective utilization of distributed infrastructure. We used the openings of new
projects for acceleration of connections among MetaCentrum activities and those
international subjects to take profit from synergies that follow on national and
international operations. MetaCentrum connected the CESNET association with
the main international activities at the European level so the association holds
its position as an important partner on the field of distributed computing infras-
tructures.

Besides preparation of new projects, MetaCentrum has been participating
in the whole range of national and international projects in the area of grid
infrastructure development. A list of the most significant projects is given in
Table 1.

4 Hardware and Software Resources in MetaCentrum

This section describes hardware and software portfolio available in MetaCentrum.

4.1 Computation Resources

Users of MetaCentrum VO were able to compute on more than 1500 CPU cores.
The following table shows the number of CPU cores in MetaCentrum during the
past years.

In the first half of 2010, the number of CPUs used in MetaCentrum raised.
The new Tarkil cluster (CESNET) was put into operation, being the replacement
for Skurut cluster (CESNET) in Prague. We renewed the Ajax server in Pilsen
(UWB) and expanded clusters Alela in Brno (FEEC VUT) and Hermes in Ceskeé
Budgjovice (JCU). We put off the operation clusters Perian17-68 and Perian69-76
in Brno (both P¥F MU). In comparison with the first half of the year, number of
CPUs negligibly decreased. Perian77-86 and Perian87-96 clusters were dislocated
to the new server room under administration of cluster owners, although staying
connected into MetaCentrum.

New institutions were interested in connecting their resources into the Meta-
Centrum infrastructure, namely University of Tomés Bata in Zlin and University
of West Bohemia in Pilsen. A new cluster equipped with graphical coprocessors
(GPU) for computing acceleration will be put into operation in the UWB in
2011.

MetaCentrum offers a wide range of hardware resources. The portfolio in-
cludes popular SMP servers with 16 or 32 cores and 64 to 256 GB memory
(eru, aule, and manwe). Typical “high density” clusters consist of many 4- or 8-
CPU servers connected with fast networks: 1 Gb/s (Gigabit Ethernet), 2.5 Gb/s
(Myrinet) and 20 Gb/s (Infiniband). List of clusters and their parameters as of
the end of 2010 is shown in Table 3. Up-to-date number of machines, CPUs and
their utilisation is displayed on the MetaCentrum portal®.

! http://meta.cesnet.cz
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EGI InSpire
(5/2010-
4/2014)  http:

//www.egi.eu/

European Grid Initiative Integrated Sustainable Pan-European In-
frastructure for Researchers in Europe. Project continues the tran-
sition towards the sustainable pan-European e-Infrastrusture ini-
tiated within series of EGEE projects through support of Grids
of high-performance and high-throughput computing. The primary
partners for EGI-InSPIRE are the national grid infrastructures from
practically all European countries, Russia, Southeast Asian coun-
tries and the US. The project co-ordinator is EGl.eu, an organiza-
tion established in Amsterdam in February 2010 and controlled by a
consortium of NGIs. The Czech Republic is part of the Central Eu-
ropean group, which elected Prof. RNDr. Ludék Matyska, CSc., the
Association representative, as a member of EGI InSPIRE Executive
Committee.

EMI (5/2010~
4/2013) http://
WWW.eu-emi.eu/

The European Middleware Initiative. Under the closely related
EMI project, the Association continues developing grid middleware,
specifically the Logging and Bookkeeping service, as well as certain
components associated with operational security. It associates rep-
resentatives of three most important grid middleware systems being
developed in Europe—ARC, gLite and UNICORE. The aim of the
project is to make and further develop a consolidated set of middle-
ware components designed for the EGI grid, PRACE and possibly
also other DCI (Distributed Computing Infrastructures).

CHAIN
(12/2010-
11/2012)
http://www.
chain-project.
eu/

Co-ordination and Harmonisation of Advanced e-INfrastructures.
The objective is to connect regional grid infrastructures with the
EGI grid. Here, regions refer to areas outside Europe, such as Asia,
Latin America and Africa. The EU has supported the develop-
ment of EGI-compatible infrastructures in all those regions as sep-
arate projects (including the EUAsiaGrid, for instance). Under the
CHAIN project, the activities will be integrated and co-ordinated
at a higher level in order to ensure truly global, boundary-free co-
operation of scientific teams making use of distributed computing
infrastructure.

EPIKH (3,/2009—
3/2013) http://
www.epikh.eu/

Exchange Programme to advance e-Infrastructure Know-How. The
main aim of the project is to reinforce the impact of e-infrastructure
in scientific research defining and delivering stimulating programme
of educational events, including Grid School and High Performance
Computing courses.

EUAsiaGrid
(4/2008-6,/2010)
http://wuw.
euasiagrid.
org/

Towards a common e-Science Infrastructure with the European and
Asian Grids. It aims to promote awareness of the EGEE infras-
tructures, middleware and services in the Asian countries, based on
results of the EGI_ DS projects.

EGEE 11
(5/2008-4,/2010)
http://www.
eu-egee.org/

Enabling Grids for E-science in Europe. EGEE III is the third in a
series of grid infrastructure projects. Its goal is to extend and main-
tain pan-European grid infrastructure available to European sci-
entific community. MetaCentrum representative served also as the
representative of the Central Europe region at the Project Manage-
ment Board.

Table 1. International Grid Projects with MetaCentrum (CESNET) participation.
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year 2004 2006 2008 2009 2010/1 2010/2

4 of CPU 262 600 1200 1468 1560 1522
Table 2. Numbers of CPUs.

Machine CPU |description memory per|owner

cores node
Acharon 16 SGI Altix 350 48 GB UK
Ajax 8 SGI Altix 350 72 GB ZCU
Alela 96 PC Cluster 8 to 32 GB vUT
Dali 10 SGI Onyx 350 16 GB UK
Eru 64 Cluster SUN 132 to 256 GB |[CESNET
Hermes 100 PC Cluster Xeon 16 GB JCU
Hydra 12 PC Cluster Xeon 1 GB KIV/ZCU
Konos 120 PC Cluster AMD 2 to 8 GB KMA/ZCU
Loslab 24 PC Cluster AMD 4GB LL/MU
Manwe 112 Cluster SUN X4600 32 to 128 GB |MU, CESNET
Nympha  [160 PC Cluster HP 16 GB CESNET
Orca 72 PC Cluster AMD 8 GB NCBR/MU
Perian 190 PC Cluster SGI/HP 2 to 8 GB NCBR/MU
Quark 62 PC Cluster Xeon 2 to 18 GB MU
Skirit 212 PC Cluster Xeon 1to 8 GB CESNET, FI/MU
Tarkil 232 PC Cluster 24 GB CESNET
Clusters only available to their owners
Wood 16 PC Cluster 4 GB MZLU
Other dedicated clusters n/a various
Table 3. Machines and clusters connected in MetaCentrum, 1522 CPU cores in total.

MetaCentrum resources are physically hosted in the following locations: Ma-
saryk University in Brno (Supercomputing Center Brno), Charles University in
Prague (Supercomputing Center UK), University of West Bohemia in Pilsen
(Westbohemian Supercomputing Center ZC‘U), University of South Bohemia in
Ceské Budgjovice (Faculty of Science’s cluster J CU), University of Technology
in Brno (Faculty of Electrical Engineering and Communication VUT), Insti-
tute of Wood Science of the Mendel University in Brno (Supercomputing Center
MZLU), and CESNET headquarters in Prague.

The clusters are connected with a network based on the CESNET?2 backbone.
The clusters accept jobs submitted through the common scheduling system and
share data with distributed file systems.

The network has following independent international connections:

— 10 Gbps to GEANT, used for academic traffic
— 2.5 Gbps to Telia, used for commodity traffic
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Fig. 1. MetaCentrum major sites
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Fig. 2. CESNET2 network topology in December 2010

— 10 Gbps to SANET, academic network of Slovakia
— 10 Gbps to ACOnet, academic network of Austria
— 10 Gbps to PIONIER, Polish optical academic network
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— 10 Gbps to NetherLight /GLIF for experimental traffic; this line is connected
to our experimental optical network named CzechLight, so it is not depicted
in the map of CESNET2 above

In addition to these international lines, external connectivity of CESNET2
is enhanced by powerful peering connections:

— 2 x 10 Gbps to NIX.CZ
— 1 Gbps to AMS-IX

Network provides multicasting capability and is a part of the MBone network.
Videoconferencing services based on the MBone technology are offered to the
network users. IP version 6 is provided as a standard service.

4.2 Data Storage

MetaCentrum runs several data storage systems with both local and global ac-
cess. Each cluster node has a /scratch space (sized in tens to hundreds GBs) to
store intermediate results of currently running computations. Home directories
are usually local for a cluster and realised by a local NFSv3 or NFSv4 server.

Main storage capacities are available through the NFSv4 protocol. In cooper-
ation with Supercomputing Centre Brno (SCB, Masaryk University) financing,
we have extended the disk array capacity of 24 TB to whole current capacity of
124 TB. Formatted capacity of disk storage was raised from 44 TB to 77 TB.
Measurements show that the NFSv4 central server is not suitable to centrally
provide cluster home directories; data access from Pilsen to Brno is about 10-
times slower than local access which is caused by latencies of protocol control
messages. Despite this drawback, the NFSv4 volume is suitable to keep long-term
data that is staged in computation nodes.

MetaCentrum still offers a global filesystem based on AFS. Software distri-
butions are accessed via AFS, but it can be deployed directly by users to benefit
from fine-grained access control possibilities.

For backup purposes, MetaCentrum uses tape libraries Overland Storage
NEOS8000 with 500 tape positions based on LTO-3 technology. Two identical
libraries are installed with total on-line capacity of 400 TB (uncompressed),
one at the University of West Bohemia and one at the Masaryk University,
Supercomputing Centre Brno. The libraries are managed with a combination of
EMC Legato NetWorker suite and in-house developed software. The distributed
backup environment provides a robust and fault-tolerant solution that could
survive even catastrophic events such as a complete destruction of one of the
hosting sites.

4.3 Application Programs

Software portfolio of MetaCentrum covers wide spectrum of application pro-
grams. The following list of installed software is not complete, it serves merely
as an overview for both current and potential users. It is roughly divided into
several problem areas.
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Computational Chemistry & Molecular Modelling

— Amber — deMon

— Babel — PC GAMESS/Firefly
— Gaussian/Gauss View — MolPro

— Molden — Tinker

— Gromacs — NAMD

— VMD — VASP

— Gamess — Autodock Vina

Technical and Material Simulations

ANSYS (including module LS-DYNA)
— Fluent

— MSC.Marc

Open Foam

Mathematical and Statistical Modelling

— Maple
— Matlab
— SNNS
- R

Development Tools and Environments

— SGI Development environment — Grace

— PGI CDK — Numpy

— gotaleew — Python

— Vampir g

_ Paradise Scz'entzﬁc Python
— SICStus Prolog — Scipy

— Wine — JDK

- GCC — Lisp-CMUCL

Structural Biology and Bioinformatics

— MrBayes
— QUEEN
— X-PLOR
— CS-Rosetta

Software packages in MetaCentrum can be installed on user request. More
details about the application programs and licence policies can be found at the
MetaCentrum web site.

The new version of popular Gaussian09 software (A.02) was obtained in 2010.
It is the second most popular commercial application in MetaCentrum. We also
have improved the documentation of JDK application and installed new software
RAxML, Molden 64b and new versions of Python and SciPy on user requests.

10
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4.4 Security

We have continued active development of Pakiti service for monitoring of secu-
rity updates. Pakiti is a free software for monitoring software packages, mainly
for identifying security problems with insufficiently applied patches. During the
year we succeeded to upgrade Pakiti from pilot operation to a regular service
which is used for daily monitoring of MetaCentrum and also for the whole EGI
infrastructure. Mainly in the EGI heterogeneous environment, Pakiti was the
crucial step to decrease update times and therefore for better overall security, as
attacks to unpatched vulnerabilities represent serious risks in IT systems.

The federation identity was the next realm we took into presence. We con-
tinued in technical support of electronic catalogue of pathological images. This
service is recently connected to 14 international academic federations whose
users can use for the access to catalogues their common identity. The service is
worldwide unique in the number of supported international federations.

We have been invited to the Moonshot project which is also targeted into
usage of federations. Moonshot is GN3 and JANET (UK) supported activity
with main purpose of supporting federate mechanisms in the world outside web.
Typical example of the support is the implementation of federated SSH where
user does not need a unique password for SSH server but can use his identity in
federation. Proposed architecture is similar to Eduroam system. The standard-
ization in Moonshot project has a great emphasis and its participants actively
develop the IETF specifications in recently created group IETF ABFAB (Appli-
cation Bridging for Federated Access Beyond). MetaCentrum was invited to this
project on the basis of previous works on the HT'TP authentication field. During
the year, we developed the Apache and Firefox modules which supports Moon-
shot federated infrastructure and we plan to focus on using this architecture in
grid environment.

We also continued development of the authorization service. ACL admin-
istration was rewritten in the scope of allowing easier and more intuitive ma-
nipulation with privilege lists. Resource access administration was also one of
the most important tasks due to developing of the system for user and resource
administration Perun3.

We continued operation of CESNET CA registration authority and moved
this service for new CESNET CA3 authority. In operation is also the RADIUS
server for MetaCentrum Eduroam users and for identity providers. We are active
members of EGI CSIRT team and we closely cooperate with CESNET CSIRT
team.

5 Operation of the Infrastructure

5.1 New Services for Users
New services have been introduced in 2010.

— We established the user wiki with kerberos authentication where users can
share their knowledge, tips, manuals, howtos and recommendations with

11
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other users. Publicly accessible beginner’s guides for using MetaCentrum
resources, data storage tutorial, VOCE basics, and many other materials
have been prepared.

— A tool for data archiving to the tape library is accessible via web interface.
Users can backup important data on their own, completion of backup is
notified by e-mail. Archived files can be restored to disks on demand.

— A service of SCP access to NFSv4 shared volumes was introduced. Direct
SCP access to the data storage is comfortable for users (it is not necessary to
wait for an interactive job run) and it does not require installation of NFSv4
clients on the user’s end station, which is especially suitable for Windows
users.

— New version of popular Gaussian09 software (A.02) was installed.

— The MetaCentrum web portal was split into the NGI and virtual organisation
parts.

— User account renewal rules were unified in MetaCentrum VO and VOCE.

5.2 RT System

User interactions and solving of their problems proceeds mainly through the
trouble ticketing system (Request Tracker, RT). In the first half of 2010, we in-
stalled the new version of RT system, which solved the problem with attachments
and improved the security. Due to spam filter tuning we realized the decrease
of amount of improper requests, we do not send users anti-receipt messages and
spams are quarantined.

We provided special queues for interested user groups, for example NCBR
group or ESFRI ELI project.

During the transformation of MetaCentrum into the Czech NGI we connected
our RT with the system required in EGI—GGUS. About one fifth of all requests
in 2010 was received through this connection.

In the observed period, 1469 new tickets were created by end users (usu-
ally the question or a problem report) or by using of MetaCentrum’s portal on
the basis of users needs (establishing or prolonging of an account, quota raising
requests, etc.) or by administrators. There were 249 requests concerning inter-
national grid environment.

5.3 Cooperation with Important User Groups

Positions for direct user support with the aim of finding user groups with ex-
cellent scientific results were founded. These user groups were provided with
support for optimizing their jobs running in MetaCentrum and optimizing of
data transport and storage. We also provided them the support for migration
from national to international grid environment. The factual result of such co-
operation with one of the groups is the technical report [4].

The user support group was focused on solving two basic user problems—
processing large number of jobs and manipulating of large amount of data. With

12
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the experience from users the support group developed the manual pages cov-
ering the frequent problems with running jobs and dealing with file systems
available in MetaCentrum.

We supported four important user communities. Two of them acknowledged
each other and they exchanged their experience with digitizing and processing
of the extensive picture data (JPEG2000 conversion) and also they shared the
necessary tools. In cooperation with other two communities we established in
MetaCentrum the Diane framework which is used for optimization of running
of large number of jobs in grid. After testing in MetaCentrum we plan the
deployment of Diane framework in EGI (VOCE) as well.

5.4 Information Services

MetaCentrum, a CESNET department responsible for coordinationg and man-
aging grid activities has been astablished as fully-fledged National Grid Initiative
(NGI) in the Czech Republic with connection to the international environment.
Information presented on the portal has been split to the two following portals:

— Basic information gateway of MetaCentrum NGI? with general information
about EGI and NGI objectives, services, events, virtual organizations, etc.

— MetaCentrum VO operation portal? including operation information about
catch-all virtual organization MetaCentrum, rules of usage a documentation,
accounting information, etc. The portal provides both general information
for casual visitors and specific information for registered users (authentica-
tion may be required).

2 http://metacentrum.cz/
3 http://metavo.metacentrum.cz/

13
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In addition to general documentation on portal, new MetaCentrum user

wiki#, started in Spring 2010, serves for sharing knowledge, tips, manuals, howtos
and recommendations among MetaCentrum users.

5.5 User Courses, Workshops and Dissemination

User support encompasses wide range of related tasks: informing users about
the current state of the centre, addressing user problems, maintaining collabora-
tion with user communities, monitoring resource availability, providing evaluated
feedback to the operation activities, and many others.

— One day’s Grid Computing Workshop was held in Prague to discuss cur-

rent grid status and the implementation of new services. The meeting was
held on 15 October and was attended by more than seventy experts. The
main goal of the meeting was to inform current and potential users of high-
performance/high-throughput computing about the possibilities available for
solving research problems at national as well as international level.

The seminar included a keynote lecture on the challenges of scaling high-
performance computing applications to peta-scale levels, by Jean-Pierre Pan-
ziera, director of High Performance Engineering at Bull Extreme Computing,
which co-organised the event.

The MetaCentrum seminar was an excellent opportunity for users and ad-
ministrators to meet together in a face to face discussions. It helped both
sides to get much better understanding of what the infrastructure is capable
of and what its users are expecting to get from it.

8th Discussions in Structural Molecular Biology (March 2010, Nové Hrady)
ISGC 2010 (March 2010, Taipei, Tchaj-wan)—International Symposium on
Grids and Clouds—project EUAsiaGrid

Science Café grid project (May 2010, Prague)—EGI, NGI

Training activity (May 2010, Pardubice)—quantum chemical methods and
modelling of properties of new materials on Grid

Annual report 2009 (July 2010) with more than 22 user contribution written
by individual users as well as large scientific teams covering practically all
the scientific areas that use the distributed computing infrastructure.

4 http://meta.cesnet.cz/wiki/
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— European AFS & Kerberos Conference 2010 (September 2010, Pilsen)

— EGI technical forum (September 2010, Amsterdam)—major event within the
EGI community (EGI InSPIRE project). It brings together European dis-
tributed computing projects and their collaborators in academia and busi-
nesses, from around Europe and around the world. The major theme of the
meeting, achieved through technical sessions, a demonstration and exhibi-
tion area, networking space and events, is to establish collaborations between
the new and the current European Distributed Computing Infrastructure
projects to meet the needs and requirements of the research community.
The European Grid Infrastructure today supports thousands of researchers
and scientists around the world, helping them to meet their daily e-science
challenges.

— Training activity (November 2010, Pilsen)—usage of MATLAB Parallel Tool-
box for static and dynamic optimization.

— Contribution to the autumn issue of EGI Newsletter Inspired (November,
2010).

Many presentations were also given to the grid development communities at
various international and national conferences.

6 Infrastructure Usage—Operational Statistics

We have continued in further development of computing the operational statistics
about resource usage in virtualized environment. Data are mined from records
of PBS job scheduling system, from the user identity management system Perun
and from the logs of computational nodes. The details about the methodology
of statistics generation are described in wiki.

Data collected from monitoring and accounting tools is available at the Meta-
Centrum portal®. The statistical data collecting must take infrastructure com-
plexity into account. It is necessary to keep records on clusters, machine mem-
bership in clusters, physical and virtual machine outages, user reservation of
resources, coexistence of virtual machines on a single physical computer etc.

6.1 Basic statistics—MetaCentrum VO

To the end of 2010, MetaCentrum recognizes 420 active users (it was 371 users in
2009). User accounts were prolonged for 281 users and we gained 139 new users.
At least one job was run by 243 users. Some of users uses their involvement in
MetaCentrum only for access to storage capacities and other services, some of
them were never active.

Strong and continuously growing user interest in MetaCentrum is demon-
strated by significant increase in usage of computational resources managed by
MetaCentrum. During the year 2010 almost 600 thousand of jobs were computed
(500 thousand in 2009), consuming more then 6.4 millions of CPU-hours (4.5

® http://metavo.metacentrum. cz
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millions in 2009). For the first half of year it was more than 3 millions CPU
hours in 190 thousands of jobs. The average workload of all MetaCentrum’s ma-
chines oscillated for the whole year around 75%—this is the weighted average

for MetaCentrum VO in relation with the number of CPUs.

’period ‘# of jobs ‘CPU hours
2009/1-6 125 thous. 1,5 mil.
2009/7-12 364 thous. 3,0 mil.
2010/1-6 190 thous. 3 mil.
2010/7-11 400 thous. 3,4 mil.

Table 4. Significant increase in usage of computational resources.

The purpose of the infrastructure is to allow users to do research, therefore,
scientific papers referring to MetaCentrum have been collected since 2008 and
users with registered scientific results are prioritised. Total of 64 papers pub-
lished in international journals and prestigious international conferences, with
acknowledge to MetaCentrum, were registered in 2010 (37 papers in 2009).

Disk array is available for 388 MetaCetrum’s users and 289 users have their
data stored there. User data lies on approximately 60 TB (80%) in 80 millions
of files (last year it was only 30 millions of files). The average size of one file is
741 kB.

250 users have stored less than 100 thousands files, 23 users have stored less
than 1 million files and 16 users have more than one million files. At least 1
GB of data are stored for 144 users which is the double amount than in 2009.
Anonymized chart of users with most data are shown in tables 5 and 6. The
user with the highest amount of files is not identical with user with the highest
amount of data.

Compared to last year, the archives of Bohunice IT section campus grew from
3.8 t0 9.6 TB and the archive of Moravian library from 4.6 TB to 6.8 TB.

# files on disk array

user A 21 578 425
user B 12 691 831
user C 8 655 936
user D 4 884 061
user E 4 449 573

Table 5. Chart of users according to number of stored files.
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data volume on disk array

user U 10,6 TB
user V 9,6 TB
user X 6,8 TB
user Y 48 TB
user Z 4,0 TB

Table 6. Chart of users according to data amount.

6.2 Influences of Changes in Planning System and Queue
Management

Significant increase in usage of computing resources was observed in 2010. Users
consumed about 6.4 million CPU-hours in 600 thousands jobs (4,5 million CPU
hours in 2009).

We adapted the PBS planning system to be more effective with using avail-
able computational resources to satisfy the most users. All of these adaptations
are concurrently built in new environment of cooperating scheduler Torque and
will still be available for users. New scheduling system was put into operation
for experimental purposes during the year. The stable use of Torque is planned
to the beginning of 2011.

In the beginning of the year, we listened to users with high number of jobs
who complained about the limits for maximum number of running jobs for one
user. We established the new queue wit low priority called “backfill” suitable for
large amount of jobs with duration time less than 24 hours. Jobs in this queue
are filling the vacant space of machines and can be in case of need suspended or
broken from our side. This queue is becoming popular among users despite the
fact that jobs in this queue are just for filling the machines vacant time and have
a low priority of running and the possibility of suspending. In the second half of
the year this queue became the one with the highest number of computed jobs
(Fig. 3). We suppose that this queue is used mostly by users at first places in
computing because of no limit in the number of running jobs.

We have adjusted the conditions for accessing privileged queues “privileged”
and “privileged@arien”. New rules allow users to gain access to queues for sub-
mitting of the user manual for applications. Old rules required only three pub-
lications with acknowledgement of MetaCentrum. Currently there are 25 users
with access to these queues. According the statistics are these queue used mainly
for multiprocessor jobs with high memory demands which would wait for a long
time in a different queue. Machines sufficient to run such jobs are quite rare.

In the first quarter of year we observed long waiting times of jobs in both
privileged queues, reaching up to 25 days. The whole time of computed CPU
time in these queues was in rank of ones of percent of MetaCentrum’s computed
time. At the beginning of May we raised the maximum amount of concurrently
running jobs in both privileged queues and we limited the access of “backfill”
queue on powerful machines (ajax, aule, eru, manwe). Due to these disposals
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Fig. 3. Queues according to number of jobs and computed CPU time

has significantly increased the rate of jobs launched till one minute, what is
shown in Fig. 6.

In April, we unlocked due to a new policy access to Quark cluster for all of
the MetaCentrum users using the low priority queues “short” and “backfill”.

During the second half of 2010, utilisation of most of MetaCentrum clusters
with open access reached 75-90% (Fig. 7), which is an excellent result for an
infrastructure running heterogeneous jobs, meaning practically a complete satu-
ration, indicating strong user interest in the infrastructure. This also corresponds
to job waiting times which generally increased. In order to prevent job waiting
times to grow into unacceptable levels, it is obvious that further investment into
the infrastructure is necessary.

The overview of time usage in various applications is shown in Fig. 8.

Fig. 6 displays numbers of jobs according to waiting times from submitting
to the start of execution, dividing the halves of the year for comparison. While
majority of the jobs waits no more than a couple of minutes, it can be seen
that the infrastructure utilisation increase in the second half of the year caused
several thousands of jobs wait days.

Running times of jobs Fig. 9 offer an interesting comparison, too. Extremely
short jobs usually indicate a configuration and/or job submission error (users
with excessive amount of such jobs are offered help by the User Support). The
graph doesn’t distinguish sequential and parallel jobs, but in general, jobs run-
ning more than several hours tend to be parallel (4-32 CPUs). Despite seemingly
long job waiting times caused by high resource utilisation, MetaCentrum still
makes user (real time) waiting for results shorter: a five-hour 16-CPU job would
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Fig. 4. Jobs waiting in privileged queues in the first quarter and in the rest of year.
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Fig. 5. Jobs waiting in privileged queues in the first quarter and in the rest of year.

last more than 3 days on a single CPU system and nearly a day on a 4-CPU

system.
The participation of multi processor jobs is shown at charts in figure 10.

While there is a domination of single processor jobs, most of the computed time
is used by multi processor jobs. These results are the proof of MetaCentrum

orientation on multi processor machines.
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Applications according to real computed time [cpu hours]
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6.3 Resource Utilization Graphs

Graphs in figures 11 — 20 shows hardware utilisation in 2010. The base (100%) is
the total number of available CPU-core-seconds minus the CPU-core-seconds of
machines under maintenance. The values are CPU-core-seconds of running jobs
and reservations. Complete statistics can be found at the MetaCentrum portal.

The most demanded clusters are the most powerful multiprocessor ones with
sufficient memory like Nympha, new Skirit, Tarkil and Manwe. Tarkil cluster
(28 eight core units) was put into operation in March. Despite this late time of
operation it took the first place in computed CPU hours in 2010. Fig. 7 shows
the clusters sorted according to whole computed CPU time and according to
amount of computed jobs. The CPU number is not took in account.

Growing interest for support of parallel jobs can be demonstrated on work-

load of 16 processors Manwe cluster (Fig. 11), which oscillated during the whole
year near 90% while in 2009 it was about 85%.

Utilization machine manwe [%]
Average utilization from 01.01.2010to 31.12.2010 is 88.1%. CPU number is 112
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2010-07-30
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2010-09-28

2010-10-28
2010-11-27
2010-12-27

Fig. 11. Workload of Manwe cluster (SCB/MU, CESNET).

Utilization cluster nympha_fyz [%0]
Average utilization from 01.01.2010t0 31.12.2010 is §1.6%. CPU number is 160
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Fig. 12. Workload of Nympha cluster (CESNET).
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Utilization cluster skiritl7_48 [%]
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Fig. 13. Workload of Skirit cluster (SCB/MU).
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Fig. 14. Workload of Tarkil cluster (CESNET).

The advantage of open access can be demonstrated by utilisation of clusters
Orca and Perian. Both of them are owned by the NCBR research centre. Orig-
inally, they were dedicated to their owners only, since summer 2009 they have
been accessible to all MetaCentrum users. Jobs from priority queues accessible
only by the owners can preempt task from the other queues. Owners still have
privileged access to their resources without any loss of perceived access quality.
Cluster workload raised from 20% before equalization (in 2009) to approx. 80%
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Utilization cluster eru [%]
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Fig. 15. Workload of Eru machines (CESNET).
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after that (Fig. 16). Similar results can be seen at Perian cluster (18) belonging
also to NCBR.

Utilization cluster orca [%]
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Fig. 16. Workload of Orca cluster (NCBR/MU).
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In April, a part of the Quark cluster (Fig. 17) was made accessible to all
MetaCentrum users in less priority queues. Also with this cluster we noticed

significant growth of its average workload which exceeded 60% in the second
half of year.
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Utilization cluster quark [%]
Average utilization from 01.01.2010t0 31.12.2010 is 50%. CPU number is 62
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Fig. 17. Workload of Quark cluster (FI/MU).
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Utilization cluster hermes [%]
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Fig. 19. Hermes cluster utilisation (JCU).
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6.4 Top Users

Graphs in Figs. 21 and 22 illustrate quantitative differences of number of sub-
mitted jobs and consumed CPU time among users. The top user runs more than
250 thousand jobs and consumed more than 1.4 million CPU-hours (about 160
CPU-years).
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Fig.21. CPU time by top users
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Fig. 22. No. of jobs by top users

User with longest computed time took more than one fifth of whole computed
CPU time in MetaCentrum. The first four users computed in 2010 together
nearly 60% of whole computed CPU time.
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More detailed preview of computer time using by institutions is shown at
chart in Fig. 23. The most activity is perceived at the Masaryk University (44%
of whole CPU time), University of West Bohemia (25%) and Academy of Sciences
(18%).

Fig. 23. Institutions according to computed CPU time and the number of jobs.

The applications consuming most of CPU time are shown in Fig. 8. The
“Others” column represents sum of commercial applications with smaller usage,
undistinguished home-grown user scripts and applications.

6.5 Support of International Virtual Organizations (VO)

Users in international VOs used more than 10 millions CPU hours in 2.4 millions
jobs in praguelcg2 on FZU AV CR and prague cesnet lcg2 on CESNET.

MetaCentrum provides resources for EGI through two centres—praguelcg?2
at FZU AV CR and prague cesnet lcg2 at CESNET (2720 + 80 CPU cores).
These resources are used by Auger and VOCE virtual organizations (under our
maintenance) and Belle, SuperNEMO, EUAsia, Atlas, Alice and others (with
our support).

Auger virtual organization (in maintenance of MetaCentrum, 57 users) of
Pierre Auger Observatory project states in EGI official statistics on 11th place
according to submitted jobs and on the 14th place according to computed CPU
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time (of 266 virtual organizations). Also is the largest user of CESNET’s gLite
resources with 82% share on normalized CPU computing time. Simulated data
are transferred to Lyon computing centre where they are available via SRB also
for users without grid certificate.

Virtual Organisation of Central Europe (VOCE, under MetaCentrum ad-
ministration, with 196 active users) is so called catch-all virtual organisation
providing its resources (gLite middleware) for users who does not belong into
special VO or who want to try grids in middle European region.

EUAsia is so called catch-all virtual organisation representing users in Asia
and Pacific region. This VO was established as a part of EUAsiaGrid project.

Japanese experiment Belle (KEK B-factory) run in 2010 two simulation waves
on the grid platform. CESNET resources were part of both. The most of com-
puting resources provides for Belle the KEK centre in Japan, which is outside
the grid. The next generation of Belle project (Belle II) plans to move the ma-
jority of simulation activities on distributed grid sources. Preparation and tests
are being solved in simulations inside current Belle project. This project support
required installation of its own database on dedicated virtual server. It consumed
14% of normalized computing time on CESNET gLite working nodes.

SuperNEMO project from particle physicist of Manchester uses CESNET’s
resources mainly in batch actions with needs of mass simulations. They run

nearly 1500 jobs on our clusters. The whole amount of jobs was 89 thousands in
EGEE/EGI part.

Fig.24. prague cesnet lcg2 — normalized computed CPU time (elapsed HEP-
SPECO06) by different VOs

EGI recognizes on the whole 266 of virtual organizations. According to official
accounting data (computed time and number of jobs) from the whole EGI are
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Fig. 25. prague_cesnet _lcg2 — amount of jobs from different VOs

our maintained and supported virtual organisations on the top of the charts with
computed CPU time (table 7) and with number of computed jobs (table 8).

’rank ‘VO CPU hours ‘
1 atlas 479 mil.

2 cms 146 mil.

3 alice 120 mil.

4 lhcb 62 mil.

13 auger 4,8 mil.

23 belle 2,1 mil.

44 voce 0,6 mil.

46 euasia 0,6 mil.

73 supernemo 0,2 mil.

Table 7. Rank of VOs in comparison with whole EGI according to computed CPU

time.
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rank VO ‘# jobs
1 atlas 175.478
thous.
cms 37.879 thous.
alice 17.703 thous.
ops 14.320 thous.
11 auger 712 thous.
32 euasia 166 thous.
42 voce 105 thous.
50 supernemo 89 thous.
55 belle 78 thous.

Table 8. Rank of VOs in comparison with whole EGI according to number of jobs.

7 Special Services

Czech NGI maintains services like “back office” for large international projects
ELI and EGI InSPIRE.

EGI project: ELI project:
— webs, L
— wiki - VVlkl7

document server,

document server,
— Indico, — single sign on,
mailing lists.

RT support.

More detailed information for mentioned services are available at Meta-
Centrum’s wiki®.

8 MetaCentrum Personnel

Most of the people contributing to the Metacentrum success in 2010 work only
part time as CESNET employees or are members of the international projects
teams. We list all the people who in some way worked for CESNET (usually in
a part time job) in 2010 and contributed to either the MetaCentrum activities
or were involved in international projects.

5 https://meta.cesnet.cz/metawiki/index.php5/EGI and https://meta.cesnet.
cz/metawiki/index.php5/ELI
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Slavek Licehammer
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Milos Lokajicek
Ludék Matyska
Milo§ Mulag¢

Jan Pospfsil
Michal Prochéazka
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Zdenc¢k Salvet
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Igor Krnac¢ Vlasta Zakova

Martin Kuba
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9 End-User Papers

All the infrastructure activities do not have much sense without users that un-
leash the potential of the shared computing and storage infrastructure. The
statistics provided earlier confirm that the CPUs are not staying idle, the ac-
tual scientific value of the computing power consumption is demonstrated on the
following pages that are the bulk of this Yearbook.

This report includes contributions written by individual scientists as well as
large scientific teams covering practically all the scientific areas that use the
distributed computing infrastructure. The papers were selected to include all
the major infrastructure users together with contributions that did not consume
enormous amount of computing power but were of interest due to the methods
they deployed, tools they used or results they achieved.

Each paper references one or more publications, usually from high quality
journals or international conferences, as a confirmation of the scientific achieve-
ments done by the MetaCentrum user community with the direct use of provided
resources.
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1 Introduction

In 2010, our scientific activities utilizing computational facilities of MetaCen-
ter continued in theoretical studies of mechanical, magnetic and thermodynamic
properties of advanced materials. The particular subjects are listed below, to-
gether with the most important results achieved.

2 Principal Results Obtained in the Year 2010

2.1 Thermodynamics and Phase Diagrams in Advanced Metallic
Materials

We have performed first-principles electronic structure calculations of total en-
ergy differences between the sigma phase and Reference States (RS) of pure
constituents in Cr-Fe and Cr-Co systems; the calculated results were compared
with enthalpies of formation measured by calorimetry. Both measurements and
calculations provide positive values of enthalpy of formation with respect to the
RS. Negative values can be obtained when the pure constituents in the sigma
phase structure are taken as the RS. Total energy differences of all sigma phase
configurations involved are calculated at equilibrium volumes, reproducing well
the experimental energy of formation of the sigma phase. The magnetic con-
figurations in Cr-Fe and Cr-Co are also investigated and the stabilizing effect
of magnetic ordering in sigma phase at 0 K is demonstrated. It turns out that
the magnetic moment depends on the type of the occupied sublattice and total
composition of alloy [1].

Further, we have studied the energetics of Cr-Hf and Cr-Ti systems which
exhibit the existence of all polytypes of Laves phases, i.e., lower-temperature
cubic C15 and higher-temperature hexagonal C14 and C36. Comparison of to-
tal energies of these structures calculated from first principles with the total
energy of the ideal mixture of elemental constituents revealed the relative stabil-
ity of Laves phases in these systems. The effect of magnetic order in the Laves
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phases was also analyzed. The calculated total energies of formation of all the
three polytypes were employed in two- and three-sublattice models to revise the
thermodynamic description of both the systems published recently. New remod-
eled Gibbs energies of Laves phases require less fitting parameters than those
obtained in previous treatments and corresponding phase diagrams provide an
excellent agreement with the experimental phase data found in the literature.
The proposed procedure allows us to compare the optimised heat capacity dif-
ferences with those determined experimentally or theoretically and to use them
in phase diagram calculations [2].

We have also started theoretical studies of energetics of C14, C15 and C36
Laves-phases formation in the system Ta-V. We have also performed the struc-
tural analysis of the above mentioned phases. The results obtained were used for
assessment of thermodynamic properties and phase diagram calculations.

The above results were presented also in the invited talk [9], in oral con-
tributions [26, 27] and a poster presentation [20] at important international
conferences and at two academic institutions abroad [31, 34].

2.2 Phase Stability and Physical Properties of Polonium

Employing full-potential linearized augmented plane-wave method, we investi-
gated the stability of Po in its ground-state simple cubic structure alpha-Po
with respect to the trigonal spiral structure exhibited by Se and Te and to
the displacive phase transformations into either tetragonal or trigonal phases.
The origin of the phase stability of alpha-Po was analyzed with the help of
densities of states, electronic band structures, and total energies of competing
higher-energy structures corresponding to selected stationary points of the total
energy. The electronic structures and total energies were calculated both within
the generalized gradient approximation and local-density approximation (LDA)
to the exchange-correlation energy as well as with and without inclusion of the
spin-orbit (SO) coupling. The total energies were displayed in contour plots as
functions of selected structural parameters and atomic volume. It turned out that
the LDA calculation with SO interaction incorporated provided best agreement
with existing experimental data and that the simple cubic structure of alpha-Po
was stabilized by relativistic effects of core electrons. High elastic anisotropy of
alpha-Po was explained as a consequence of its simple cubic structure and was
compared with elastic properties of other crystal structures. Finally, an uniax-
ial tensile test for loading along the [001] and [111] directions was simulated;
the corresponding theoretical tensile strengths calculated within the LDA+SO
approach amount to 4.2 GPa and 4.7 GPa, respectively, which are the lowest
values predicted in an element so far. According to Pugh and Frantsevich crite-
ria, alpha-Po was predicted to be ductile. Also a positive value of the Cauchy
pressure confirmed the metallic type of interatomic bonding [3].
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2.3 Magnetism, Electronic Structure and Atomic Configuration of
Grain Boundaries

Analyzing experimental data and calculating corresponding energy barriers from
first principles, we elucidated the feasibility of the experimentally observed phase
transformation between the hep and double hep (dhep) structures in the (11-20)
oriented hep Pd thin films grown on W(001) and Nb(001) substrates and absence
of the hcp-fee transformation in those films. The hep-dhep transformation can be
modeled by a transformation path which preserves the existing domain topology
of the films and exhibits a sufficiently low energy barrier. On the other hand, this
orthogonal pattern of rectangular domains induced by the fourfold symmetry of
the substrate surface hinders the hcp Pd phase to convert back to the ground-
state fcc phase, although there exists a transformation path exhibiting a very low
energy barrier between the hcp and fee structures. This path, however, would
break the domain arrangement and, therefore, it cannot be accomplished. In
this way, the hcp crystalline phase is locked inside of nanograins. Our study
constitutes an example how a higher-energy configuration can be stabilized by
the topology of defects (here grain architecture/grain boundaries) and suggests
a route for technological applications to prevent the destabilization of certain
desirable properties (e.g., possible ferromagnetism) induced in the higher-energy
(hep Pd) phase [5].

Further, we have studied in detail segregation and embrittling energy of sp
elements of the 3rd, 4th and 5th period (Al, Si, P, S, Ga, Ge, As, Se, In, Sn, Sb
and Te) at the X'5(210) grain boundary (GB) in fcc nickel and the segregation
of these impurities at the (210) free surface (FS). The effect of impurities on
the distribution of magnetic moments has been analysed. We determined the
embrittling energy from the difference between the GB and FS binding energies
on the basis of the Rice-Wang model and separated embrittling energy into the
chemical and mechanical part [11, 12].

The results were further presented in one invited talk at a prestigious inter-
national conference [6], presented in the conference presentations [14, 15, 22-24]
and at the Max-Planck-Institut fiir Eisenforschung GmbH, Diisseldorf, Germany
[28].

2.4 Ab Initio Study of Structure and Extended Defects in MoSi,

We have shown that due to a lower symmetry of the tetragonal C11, struc-
ture when compared with the cubic BCC lattice, the 1/2<331] dislocation cores
are split asymmetrically contrary to the 1/2<111> BCC dislocations. This has
essential impact on their behaviour and, consequently, on mechanical proper-
ties. Various types of dislocation dissociations were analyzed in the frame of
anisotropic elasticity with the help of the data from ab initio calculations of
?-surfaces for generalized stacking faults [4]. The results on MoSis were also
presented in the conference presentations [13, 18, 19, 21].
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2.5 Summary of Presentation of Results: Publications, Invited
Talks, Conference Presentations

In total, in 2010 our results have been published in 5 papers in top academic
journals [1-5], in two Proceedings of national conferences [11, 12] and have been
presented in five invited talks at important international conferences [6-10], in
25 other contributions at conferences, scientific meetings and schools [13-27], in
6 talks at scientific institutions abroad [28, 30-34] and in one talk at a Czech
scientific institution [29].

2.6 Organization of a National Meeting

Prof. M. Sob served as a co-chairman of the Doctoral Conference on Multiscale
Design of Advanced Materials organized on Dec. 2, 2010 at the Institute of
Physics of Materials of the Academy of Sciences of the Czech Republic, Brno. The
conference was attended by about 25 doctoral students associated in the Doctoral
Project of the Grant Agency of the Czech Republic (Project. No. 106/09/H035)
who presented their latest results.

3 Software and Financial Support

The software for ab initio calculations of electronic structure (LMTO-ASA,
WIEN2k-FLAPW, VASP—pseudopotential code) used for solution of the above-
mentioned tasks was provided by the cooperating Institute of Physics of Mate-
rials, Academy of Sciences of the Czech Republic, Brno, and was implemented
at the MetaCenter of the Masaryk University under the Research Project No.
MSM6383917201.

Further, our research was supported by the Grant Agency of the Czech Re-
public (Projects No. 202/09/1786, P108/10/1908 and 106/09/H035), by Min-
istry of Education of the Czech Republic (Projects COST OC09011 and OC10008),
Grant Agency of the Academy of Sciences of the Czech Republic (Project No.
TAA100100920) and by Research Projects AV0Z20410507 and MSM0021622410.
The access to the computing facilities of the METACenter of the Masaryk Uni-
versity, Brno, provided under the Research Project No. MSM6383917201, is
gratefully acknowledged.

4 Publication and Presentations of Results

4.1 Publications in Refereed Journals and in Scientific Monographs

[1] J. Pavli, J. Viestal, M. Sob: Ab initio study of formation energy and mag-
netism of sigma phase in Cr-Fe and Cr-Co systems. Intermetallics 18 (2010),
212-220.

[2] J. Pavli, J. Viestal, M. Sob: Thermodynamic modeling of Laves phases in
the Cr-Hf and Cr-Ti systems: Reassessment using first-principles results. CAL-
PHAD: Computer Coupling of Phase Diagrams and Thermochemistry 34 (2010),
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215-221.

[3] D. Legut, M. Fridk, M. Sob: Phase stability, elasticity, and theoretical strength
of polonium from first principles. Phys. Rev. B 81 (2010), 214118 (19 pp).

[4] V. Paidar, M. Cdk, M. Sob, V. Vitek: Theoretical analysis of dislocation
splittings in MoSiy. Journal of Physics: Conference Series 240 (2010), 012007 (6
pp).

[5] E Hiiger, T. Kéna, M. Sob: Hexagonal close-packed Pd locked inside the

nanograins. CALPHAD: Computer Coupling of Phase Diagrams and Thermo-
chemistry 34 (2010), 421-427.

4.2 Invited Talks at International Conferences

[6] M. Vsianska, M. Sob: The effect of segregated sp-impurities on grain-boundary
embrittlement in nickel. 139th Annual Meeting and Exhibition of The Minerals,
Metals and Materials Society (TMS), Seattle, WA, Feb.14-18, 2010 (invited talk).

[7] M. Sob, M. Fridk, M. Zeleny: Ab initio studies of magnetism at high strains
and theoretical strength of materials. Mini-Symposium on Computational Mate-
rials Science and Engineering, Department. of Materials Science and Engineer-
ing, Pohang University of Science and Technology, Pohang, Korea, May 21, 2010
(invited talk).

[8] M. Sob, M. Zeleny, M. Fridk: Phase Stability in Fe, Co and Ni under High
Strain and Surface Phase Transitions in Overlayers. Materials Week, 2010 In-
ternational Symposium on Multi-scale Modeling and Simulation of Materials,
Institute of Materials Research, Chinese Academy of Science, Shenyang, July
5-8, 2010 (invited talk).

[9] M. Sob, J. Pavli, J. Viestal, A. Kroupa: Application of ab initio Results in
Modelling Phase Diagrams Containing Complex Phases. Materials Week, 2010
International Symposium on Multi-scale Modeling and Simulation of Materials,
Institute of Materials Research, Chinese Academy of Science, Shenyang, July
5-8, 2010 (invited talk).

[10] M. Sob, M. Zeleny, M. Fridk: The effect of magnetism on strength and struc-
tural stability in ferromagnetic metals. 7th Pacific Rim International Conference
on Advanced Materials and Processing (PRICMTY), Cairns, Australia, Aug. 2-6,
2010 (keynote talk).

4.3 Contributions in Proceedings of international and national
conferences - published

[11] M. Vsianskd, M. Sob: Ab initio study of effect of segregated sp-impurities
at grain boundaries nickel. In: 10th Workshop of Physical Chemists and Elec-
trochemists, ed. L. Trnkovéa, Mendel University, Brno 2010, pp. 262-266.

[12] M. Vsianskd, M. Sob: Influence of segregation of non-magnetic impurities on
structure and properties of grain boundaries in nickel. In: Multiscale Design of
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Advanced Materials 2009 (Proceedings of Doctoral Conference), eds. I. Dlouhy,
J. Svejcar, M. Sob, Institute of Physics of Materials, Academy of Sciences of the
Czech Republic, Brno 2010, pp. 7-12.

4.4 Unpublished Presentations at International and National
Conferences and Schools

[13] M. Fridk, D. Legut, M. Sob: Ab initio study of extreme loading conditions
in transition-metal disilicides with C40 structure. 139th Annual Meeting and
Exhibition of The Minerals, Metals and Materials Society (TMS), Seattle, WA,
Feb.14-18, 2010.

[14] M. Vsianskd, M. Sob: Structure and magnetism of clean and decorated
grain boundaries in nickel. 2010 Friihjahrstagung der Deutschen Physikalischen
Gesellschaft, Regensburg, March 21-26, 2010.

[15] E. Hiiger, T. Kana, M. Sob: Ab initio study of blocking of hep-fce trans-
formation in Pd films by domain boundaries. XXXIXth Int. Conf. On Phase
Diagrams and Computational Thermodynamics (CALPHAD), Jeju Island, Ko-
rea, May 23-28, 2010.

[16] M. Zeleny, M. Fridk, M. Sob: Ab initio studies of surface phase transitions
in Fe, Co and Ni overlayers. Int. Conf. on Solid-Solid Phase Transformations
(PTM 2010), Avignon, France, June 6-11, 2010.

[17] M. Sob, M. Zeleny, M. Fridk: The effect of magnetism on ideal strength and
structural stability in ferromagnetic metals. 6th Int. Conf. On Materials Struc-
ture and Micromechanics of Fracture, Brno, June 28-30, 2010.

[18] T. Kéna, M. Sob, V. Vitek: Transformation paths in transition-metal dis-
ilicides. 6th Int. Conf. On Materials Structure and Micromechanics of Fracture,
Brno, June 28-30, 2010.

[19] T. Kéiia, M. Sob, V. Vitek: Ab initio study of phase transformations in
transition-metal disilicides. 17th WIEN2k workshop & Int. Conf. On Advanced
Materials Modelling, Institut des Matériaux Jean Rouxel, Université de Nantes,
France, July 5-10, 2010.

[20] M. Sob, J. Pavli, J. Viestal, A. Kroupa: Application of ab initio Results in
Modelling Phase Diagrams Containing Complex Phases. Psi-k 2010 Conference
- Ab initio (from electronic structure) calculation of complex processes in mate-
rials, Berlin, Sept. 12-16, 2010 (poster).

[21] T. Kéiia, M. Sob, V. Vitek: Ab initio study of transformation paths between
C11b, C40 and C54 structures in transition-metal disilicides. Psi-k 2010 Confer-
ence - Ab initio (from electronic structure) calculation of complex processes in
materials, Berlin, Sept. 12-16, 2010 (poster).

[22] M. Vsianskd, M. Sob: Ab initio study of impurity segregation at grain bound-
aries in nickel. Psi-k 2010 Conference - Ab initio (from electronic structure) cal-
culation of complex processes in materials, Berlin, Sept. 12-16, 2010 (poster).
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[23] J. Kuriplach, O. Melikhova, M. Sob, P. Lejcek, V. Paidar: Structure, stability
and segregation at X'19 (331) tilt grain boundary in Ni. Psi-k 2010 Conference
- Ab initio (from electronic structure) calculation of complex processes in mate-
rials, Berlin, Sept. 12-16, 2010 (poster).

[24] E. Hiiger, T. Kafia, M. Sob: A mechanism of inhibition of phase transitions
in nano-grained close-packed Pd thin films. 3rd workshop on ab-initio phonon
calculations, Cracow, December 1-4, 2010 (poster).

[25] M. Sob, M. Zeleny, M. Fridk: The effect of magnetism on ideal strength and
structural stability in metals and intermetallics. Int. Conf. On Applied Mechan-
ics, Materials and Manufacturing, Muscat, Sultanate of Oman, Dec. 13-15, 2010.

[26] J. Pavli, J. Viestdl, X.-Q. Chen, P. Rogl: Stability of Laves phases in the
Ta-V system. XXXIXth Int. Conf. On Phase Diagrams and Computational Ther-
modynamics (CALPHAD), Jeju Island, Korea, May 23-28, 2010.

[27] J. Pavli, J. Viestal, X.-Q. Chen, P. Rogl: First-principles study and ther-
modynamic modelling of Laves phases in the Ta-V system. Discussion Meeting
on Thermodynamics of alloys (TOFA 2010), Porto, Portugal, Sept. 12-16, 2010.

4.5 Presentations at Scientific Institutions

[28] M. Vsianskd, M. Sob: Ab initio study of segregation of impurities at grain
boundaries and surfaces in nickel. Max-Planck-Institut fiir Eisenforschung GmbH,
Diisseldorf, Germany, Jan. 21, 2010.

[29] M. Sob: Application of ab initio electronic structure calculations for mul-
tiscale materials modelling. Institute of Materials Chemistry, Faculty of Chem-
istry, Brno University of Thechnology, March 15, 2010.

[30] M. Sob, J. Pavl, J. Viestal, A. Kroupa: Aplication of ab initio Results in
Modelling Phase Diagrams Containing Complex Phases. Northeastern Univer-
sity, Key Laboratory for Anisotropy and Texture of Materials (MOE), Shenyang,
China. July 9, 2010.

[31] M. Sob, M. Zeleny, M. Fridk: The effect of magnetism on some mechanical
properties of metals and intermetallics. Northeastern University, Key Laboratory
for Anisotropy and Texture of Materials (MOE), Shenyang, China. July 12, 2010.

[32] M. Sob, M. Fridk, D. Legut, J. Kuriplach, I. Turek, V. Vitek: The application
of ab initio electronic structure calculations in multiscale modeling of materials.
Northeastern University, Key Laboratory for Anisotropy and Texture of Mate-
rials (MOE), Shenyang, China. July 12, 2010.

[33] M. Sob, M. Zeleny, M. Fridk: The Effect of Magnetism on Strength and
Structural Stability in Ferromagnetic Metals. Metallurgy and Materials Research
Institute, Chulalongkorn University, Bangkok, Thailand, Aug. 18, 2010.

[34] M. Sob, J. Pavli, J. Viestal, A. Kroupa: Aplication of ab initio Results in
Modelling Phase Diagrams Containing Complex Phases. Seminar of the Division
of Solid-state Physics, AGH University of Science & Technology, Cracow, Poland,
Oct. 20, 2010.
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4.6 Proceedings of International and National Conferences

[35] I. Dlouhy, J. Svejcar, M. Sob (eds.): Multiscale Design of Advanced Materials
(Proceedings from Doctoral Conference, Brno, Dec. 2, 2010), Institute of Physics
of Materials of the Academy of Sciences of the Czech Republic, Brno, 2010, 131
pp. ISBN 978-80-87434-02-4.
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Radiative Transfer Study—DART Simulations

Véroslav Kaplan, Petr Lukes, and Jan Hanus

Global Change Research Center, AS CR
Bélidla 4a, Brno, 60200
kaplan.v@czechglobe.cz, lukes.p@czechglobe.cz, hanus.j@czechglobe.cz

Abstract. Chlorophyll is a green foliar pigment, which plays an im-
portant role in photosynthesis. It absorbs and transports the energy of
incoming sunlight. Five different chlorophyll types have been identified,
the highest chlorophyll concentration in tissues is of C, and Cy, types.
Concentration of C,4; varies in different plant species during the year.
Chlorophyll concentration also responds to leaf physiological stress and
overall concentration of Ca4s can be used as a proxy of vegetation health
status.

Indirect estimation of chlorophyll content by the remote sensing tech-
niques became possible with the introduction of hyperspectral remote
sensors. Imagery acquired by hyperspectral instruments offers possibility
of narrow band evaluation, which made possible more precise evaluation
of chlorophyll absorption peaks (430 and 662 nm for C,; 465 and 642 nm
for Cy).

Remote Sensing workgroup on CzechGlobe (Global Change Research Center
AS CR) uses MetaCentrum computing resources mainly to prepare supplemental
data for estimation of chlorophyll content of Norway spruce (Picea abies Karst.)
tissues. The retrieval of chlorophyll content is done from hyperspectral image
date using radiative transfer inversion techniques with DART radiative transfer
model.

Discrete Anisotropic Radiative Transfer model (DART, http://www.cesbio.
ups-tlse.fr/us/dart.htm) was developed in CESBIO laboratory (Center for
the Study of the BIOsphere) for simulation of radiative transfer in the “Earth-
Atmosphere” system. The input of the model is a 3D model of landscape includ-
ing optical, geometric and biophysical parameters of model elements—i.e., opti-
cal properties of the ground, positions and dimensions of trees on the landscape,
distribution of the tree biomass, tree leaves types and many other properties.

The DART model can be applied in these two modes:

— in forward mode, the DART model simulated transfer of energy in the sim-
ulated scene. Results of the model are images which would be (theoreti-
cally) acquired by airborne/satellite imaging sensors flown over the simulated
scene.

— In indirect inverse mode, the images generated by DART forward runs are
compared to images acquired by imaging sensor. The matching of acquired
images to simulated images with known parameters allows estimation of
parameters from set-up of the simulated scene (e.g., chlorophyll content).

45



V. Kaplan, P. Lukes, and J. Hanus

Fig. 1. 3D visualisation of DART mock-ups.

Fig. 2. Aggregated simulation results, arranged for further processing. Each simulation
results in one tile.
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In order to perform a radiative transfer model based retrieval, configuration
of trees and parameters which are expected to appear in a studied area have to
be prepared. The more precise parametrization of input scenes means the more
precise retrieval results, so appropriate care should be taken to achieve better
results.

Preparation of simulation parameter consists of field-work measuring of tree

parameters (as mean trunk dimensions, mean live and dead crown height, .. .),
optical properties (needle reflectance and transmittance) and some other sup-
plemental measurements (vegetation under-story optical properties, ... ).

All measured properties are summarized, evaluated and appropriate simu-
lation mock-ups are built. Unknown properties (chlorophyll content, leaf area
index, water content, ...) are used in several expected values.

Depends on amount of known and unknown properties, number of simula-
tions varies from several hundreds to several thousands. Prepared simulations
are submitted to (super-)computing facilities.

Each of the simulations runs are independent on each other, making this type
of computation load suitable for computing grid environment.

Results of all simulations are stored to the database (sometimes called lookup
tables) with respect of their input properties. The prepared lookup tables are
then used to train neural network or some other form of optimization tool.
Trained neural network can be used to perform the retrieval.

Fig. 3. Image acquired by AISA/Eagle, CIR colors. Cernd Hora, Sumava National
Park.
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Fig. 4. Map of chlorophyll content.

Used Software
— Discrete Anisotropic Radiative Transfer model (DART, http://www.cesbio.

ups-tlse.fr/us/dart.htm)
— custom Python scripts

Main results:

— Map of chlorophyll content—Cerné Hora, Sumava National park
— verification of method and software
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MetaCentrum computing facilities have been used for the following projects
in 2010:

Inhibitors of Hepatitis C virus RNA dependent RNA
polymerase (HCV RdRp)

Hepatitis C virus (HCV) is spread among 3% of world population, of which
only about 25% are having symptoms. Current treatment with interferon-a (im-
munomodulation) and ribavirin (nucleotide inhibitor) has limited efficiency and
numerous side effects. Only 40% of people exposed to HCV outbreak fully recover
while rest is affected by chronic liver problems, with possibility of developing cir-
rhosis or even liver cancer. The HCV RNA genome is reproduced in host cells
by RNA dependent RNA polymerase (RdRp). RdRp has a typical structure of
polymerases resembling the right hand (Palm, Thumb, and Fingers domains—
see Figure 1). Conserved aspartic acids in the Palm domain bind Mg?* ions.
But unlike other polymerases, Thumb and Fingers are bound, and hence not
allowed to change conformation. Because of this, RdRp is much more rigid than
other polymerases. RARp is not present in mammalian cells. Therefore, it is a
suitable target for inhibition. One possibility of treatment is non-nucleoside inhi-
bition (NNI) using allosteric inhibitors. They prevent HCV RdRp from reaching
an active conformation. Several suitable binding sites for NNIs on the enzyme
allow combination therapy. Further, nucleotide inhibitors of HCV RdRp have
been explored in recent years by many groups.

Phosphoramidate dinucleosides named “GC 3-OH” series, carrying various
phosphoramidate linkages have been previously reported as hepatitis C virus
(HCV) inhibitors. To enhance the efficacy of these dinucleotides, novel “GC
3-H” series were synthesized as potential chain terminators [1]. Their inhibi-
tion potency was strongly increased by the introduction of novel neutral and
bis-negatively charged phosphoramidate side chains. Their inhibitory effect on
HCV NS5B polymerase was evaluated in vitro and in HCV subgenomic repli-
con containing Huh-6 cells. As expected, 3-H compounds were more potent than
their 3-OH counterparts to inhibit HCV polymerase activity. The most potent in-
hibitor, a 5’ phosphorylated dinucleotide bearing a bis-negatively charged amino
side chain, exhibits an IC50 value of 8 M in vitro and EC50 value of 2.6 pM in
the HCV subgenomic replicon system.

A molecular structure model was presented in [1] to propose an interpreta-
tion of the gain afforded by the 3-H-cytidine modification. In summary, these
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Fig. 1. RNA dependent RNA polymerase in complex with the RNA:RNA duplex and
incoming NTP

data explain why GC 3-H bearing a neutral 