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1 Project Summary

Abstract

EGEE (Enabling Grids for E-Science in Europe) aims to integrate current national, regional and thematic
computing and data Grids to create a European Grid-empowered infrastructure for the support of the
European Research Area, exploiting unique expertise generated by previous EU projects (DataGrid,
CrossGrid, DataTAG, etc) and national Grid initiatives (UK e-Science, INFN Grid, Nordugrid, US Trillium,
etc).

The EGEE consortium involves 70 leading institutions in 27 countries, federated in regional Grids, with a
combined capacity of over 20000 CPUs, the largest international Grid infrastructure ever assembled.

The EGEE vision is to provide distributed European research communities with a common market of
computing, offering round-the-clock access to major computing resources, independent of geographic
location, building on the EU Research Network Geant and NRENs. EGEE will support common Grid
computing needs, integrate the computing infrastructures of these communities and agree on common
access policies. The resulting infrastructure will surpass the capabilities of localised clusters and individual
supercomputing centres, providing a unique tool for collaborative computer and data intensive e-Science.
EGEE will work to provide interoperability with other major Grid initiatives such as the US NSF
Cyberinfrastructure, establishing a worldwide Grid infrastructure.

EGEE is a two-year project in a four-year programme. Major implementation milestones after two years will
provide the basis for assessing subsequent objectives and funding needs. Two pilot applications areas have
been selected to guide the implementation and certify the performance of EGEE: the Particle Physics LHC
Grid (LCG), where the computing model is based exclusively on a Grid infrastructure to store and analyse
petabytes of data from experiments at CERN; Biomedical Grids, where several communities are facing
equally daunting challenges to cope with the flood of bioinformatics and healthcare data, such as the
proposed HealthGrid association.

The project objectives will be achieved by the aggregation of the human and computing resources of
regional Grid federations established by EGEE, by a complete re-engineering of the middleware, and by a
pro-active program of outreach and training to attract and support the widest possible variety of scientific
communities in the ERA.

Page 3 of 212



212 Jo v abed

‘leuarew asInod pue Buiuresy 8anpold :EVN

*aonoe.d poob jo uoeulwassip pue abueyoxs ul sredidied :ZvN

'$8|01 3393

's108fo4d Bunndwooeiaw pue Buindwoosiadns uelebuny juaiayip ul saredionted 3| ‘anua)d asuaadwo)d

puo ueuebunH jo Jaquiaw Buipuny e sI 31Ng ‘Arebuny ul AuslaAlun [ealuyda) 1sapjo pue 1sabrel ayr s 31Ng

ve

31ng

ArebunH ‘1sadepng - solwouod3 pue
ABojouyoa] jo Ausieniun isadepng

walsAs 1wbw peo| yJom 3393 8y} Jo Sfeulalul AIiNdas pue adinas Buibbol ayy jo Aljigisuodsay Tvdr

olignday yoaz) ays Joy ysapd|ay [e20] e JO UOISINOI- ¥ VN

salbojouydssl 3393 pue puUD

10 s1asn anndadsoud Joy Buluren yum dsa Jawad 39 Buiuresy pue uoireulwassip Jofew uelelBuny ay) 0] 82ULISISSY YN
uoddns uoneaidde 10811p ‘olignday yosazH ay) 10} Ja1uad woddns 207 VS

‘(puoered-N3 'IdAVOS ‘LANY ‘INVIO ‘6°9) s1o8loid yosessar N3 Auew ui Led sexel | INSID 010 arema|ppiw

pub Buidojpasp ul saredionied ‘yD dlwspede [euoieu Suns ‘ainioniiselul pub [euoneu suleluRW  ‘Weplalswy
01 92IAI9S epque| feuoneulaul sajesado | INSID ainonnselul pub Buipniour ‘suonedidde pue saifojouyds) yiomiau
pasueApe jo wawdojansp pue yoleasal ‘NIYN yoazd ay jo uswdoaap pue uoiresado Joj ajgisuodsal uonnisul

ve

13INS3O

algnday yoazg anbeid ‘1INSID

‘sanss| o19ads-3393 Buipnoul ‘saibojouydal puo Jo siasn aandadsoud Joy Buiurels jo uoieziuebliQ :EVN

"pagisal puo

3393 ay) Ag pasn aq 01 alIs puo e apinoid pue 3393 uiyum padojaaap aremyos Bunelado pLUo syl urelurew pue |eisul
M 3N “BLiIsNy ‘onigsuul Jo ANsIaAiun 8yl 1e anuad suoelsado pub Bunsoy suonesado pub 1oj Aljigisuodsay TVS
:s9104 3393 ‘(edreq ‘SAN ‘1S ‘wds3) s1osloid feuoneusaiul ul asusuadxa yonj “adoing

ul suoneoldde painquisip pue |gjeted jo uonoipaid pue sisAfeue ‘Buuonuow asuewlopad ul 9|0l Buipea Bunndwod
painquisip pue |ajjeted 1o} sjuswuoliaua Bulwwelfoid pue ‘siajidwod ‘sjoo) Buidoj@aap ul A10ISIY JO Sreak QT ueyl alo

ve

oN
HASNNIINN

eLIsNy
3onJgsuu| -4anigsuu| 19eNSIaAIuN
18p iewlou| Jany sy

‘sanssl oy10ads-3393 Buipnjoul ‘saibojouydal puo Jo siasn aandadsoud oy Bulures Jo uoneziuebio (VN

"BLISNY Ul SLOYS UOITRUILIASSIP 01 UoiNgLiu0) 2N

‘puejod Ul Jalua) suonelado [euoifiay 01 adeaiul pue eulsny 104 J81uad uoddns [e207 :TYS

:$910yd 3993

's1oafoud

yoseasal N3 jo eddired ‘4iuad Buppiomiau pue DdH dlwapede Jofew ‘euisny jo ued uiaises ayl 1oy Joyesado urep

ve

dno

BLISNY ‘ZUIT Yirewa|a
pun YiTewwoju| 8Y9sIuyISL Iny INMSU|
‘ZUr resaAluN Jojday ssuueyor

sJ1a1sn|o Buuaauibua

Bunsal pue uoneibialul pue adIAIas Juswabeuew elep ay) Jo 1soy pue Buuasuibua-al asema|ppiw Joj Jauped peal - TvH(l
auad suonelado pub Bunsoy suonelado pub Joj ANjigisuodsal |[IBAQD (TVS

sjuawaalbe Aoljod se yons surewop ul uonesadood [euoneulalul Jo JuUaWysl|qeIsa Joy Jauned pea :GYN

aoea)ul suoneoldde saisAyd ABiaua ybiH 1o} Jauned pea YN

juswabeuew 10aloid |elano Jo} ajqisuodsal Jauued Buireulploo) (TVYN

's8|01 3393

uswabeuew 33973 |jelano snid adepaiul uoneoldde 43H ‘uonelBaiul pue Bulaauibua-al arema|ppiw

‘suonesado pub uo snoo4 ‘(qequado ‘puoereg N3 ‘puo Bunndwod DHT) s1sloid [euonreulsiul ul dduauadx3y
*AIsSnpul ynm uoneloge||od Jo uonipely Buol MMM 3Ul JO JoluaAul ‘pliom ay) ul Alojeloge| saisAyd ajonted 1sabie

ve

T

Nd30

pueIaZIMS ‘BABURS) ‘SIISAYd
a|oied Joj uoneziuebio ueadoing

WINI1I0SU09 8y} Ul S8j0J 21j198ds pue (89Us||199X3 JO Spfaly 'a°l) uondliosap 110ys

109loud
11Xa
areq

109loud
JEMIE]
areq

aweu 1loys

juedionred

(A13unod ‘A110 ‘uoireziuebiQ)
aweN juedidied

Jaqunu
juedionred

siuedioiued Jo 1S17 (T 91qel

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




212 Jo G abed

'S92IN0SaJ [eUOeUIBIUI pUR [euolTeu Usamiaq ,sAemarel, urew ay) 01 Uo arema|ppiw 3393 |reisul o3 ‘(uononpold
pue Bunsal yioq) asn 3393 Joj d|ge|leAR SB2IN0SAI BY) JO JUNOwWe ureuad ayew o) ‘siaindwoaltadns pue s1aisno
Buinjoaur ainonaseul pub 2102 ayy apiaold 0] ‘1sluad uoddns [edo| ueuebunH 8yl areulplood pue dn 18s 0} (TVS

'$9l01 3393

's109(o4d pub [euoieu [e1aASS JO J0TRUIPI00D 3Y] SI pue s1oaloid [euoneulsiul pue [euoeu Ylog ul aduauadxa

AAISUBIXa sey [4]IN "puSJadns ayl pue puHIBISN|D ayl :sainjoniselul pub apm-Aunod ay Jo Jawa) Bunndwooladng
ueueBunH ay: jo Jaisn|o Jaindwooladns ayy se yons sanijioe} bunndwooladns 0] S82IAISS }lomiau wol) abuel sadlnes
papinoid 8yl Auunwiwod dlwapedse ueuebunH ayy 01 Japiroid ad1A8s ujoid-uou Aay SI Jaquiaw INVIO e Sse H|IN

ve

dIIN

Arebuny “sadepng
ainoniselu|
[euoneN Joj 32JO

-juswdojanag
pue uonewliou|

2 :pud T:1JelS J1a1a) suoiesado uelrebuny ayl uni 01 [MINY-IMA Jo} seuned poddns :TvsS

/T pud T :uels

suoneoldde saisAyd ajoiued ul [MINY-IM4M 10} Jauped poddns pvN

¥Z pua T :uels

uoibay ueadoin3 [esnuad ay) ul uononpul pue Bulures) Jasn Joy Jsulred pea :EVN

¥Z :pus / :uels

uoibay ueadoin3 [esuad ay) Ul YoeasNo pue uoneUIWASSIP 10} Jauned peaT :ZvN

1SaIIANOY

*3393 Ul 81U uoneuIWasSSIq [euolfay ueadoing [enua) 8yl swodaq || 3] 10aloid

N3 2-14vdV 8y} JO DM\ dduewIOUdd PUD By spea| ) s1sfold qeTpus pue puoered ayr ur ssledioed ) "NIOHT
JOo Jaqwaw pue ABojouyda] uolewloU| Ul 82Ud||99X Jo a1ud) N3 ‘ArebunH ul ausd puo Buipes| syl SI [MV1ZS

ve

IMVLZS
VIN

Arebuny “1sadepng ‘19za1u| oreInyy
Ise[eziewoNy Sa  leyludslselwezs
elwapeyy  soAuewopn]  JeAbepn

‘Arebuny ui (Aunelb ‘saisAydoiq ‘g 0O aomre|) suoneindwod [eanaloayl ul suonedidde

alygo bBupueyus ‘(suswuadxa 3DV pue SND) saisAyd DHT Joy Buuredald ur NY3D Bululor AuAnde TyS paloadx3
‘uonels aiyo Buesado

‘AreBunH Jan0 |e sanisiaiun e Buiyoeal

ase sysnualds Buipea| :uonedINPa Ul JUSWHWWOD SNOLBS "ydseasal adeds pue saisAyd arels plos ‘saisAyd ewsed
‘soisAydolq ‘saisAyd uol Aneay ul Ananoe [eluswiiadxa pue [ealaloayl JuedliubiS “usAeyyoolg pue lpeiswreq ‘|ISO
‘eAduaD ‘NY3ID e swuswuadxa saisAyd ajonted ul Joyeloqe||0d ‘saisAyd ajomsed ul Arebuny jo Aloyesoqe| Buipes| ayl

ve

IMNY IAA

ArebunH
-)sadepng  ‘sdisAyd JeapnN  pue
ajolued J0) 9INSU| Yyoressay MM

¥ :pua T :Uels uoibay ueadoin3 [eiuad ayl ul uondnpul pue Bulurely 1asn Joy Jauned poddns (EvN

¥ :pua / :ueis uolbay ueadoing [esuad ayl ul Yydoeasno pue uoleulwassip o} jaunued voddns :ZvN

SONINY

'saoualadxa [MINY MM PuUe MVYLZS VLN yim Buireloge(jod pue Bumojjos aanoeld poob jo

uoneulwassip pue abueyox3 ul aleddied ‘sisAjeue asuewiopad wiopad ‘sbBunsaw ‘saosualajuod aziueblQ |m 3113
19104

‘AlsIaniun ay} jo suolesljdde puo Jo J0reuIpIo0d 3y SI SWAISAS uoirewloju] Jo Juawyedaq

Y} ‘saouaIds Jo Aynde4 8yl Woly Saoualds [einjeu Ul suonedldde euoneindwod Jo ajeas abie| e jo punoibxoeq e yup
‘AreBuny ul Ausianiun 1sap|o pue 1sable| ay) Uuo auo S| AUSISAIUN PURIOT SQAI0T ([eIaudD)

'saonoeld poob Jo uoneulwassIp pue abueydx3 ul

aledionued !sisAjeue aouewlopad wiopad ‘sbunssw ‘saoualajuod aziuebio |m 1] AlsiaAiun ay) Jo suonedldde puo jo
10TeUIPI00D Y} SI SWAISAS uonewloju| jo Juawpedag ay) ‘Saoualds Jo A)nde4 ayl Wolj S8UBIdSs [einjeu ul suoneoldde
leuoneindwod jo afeds ablie| e jo punoibyoeq e yum ‘Arebuny ul Alsiaaiun 1sapjo pue 1sablie| ay) uo auo sI gNn13

ve

T

an13

ArebunH
“1sadepng AlSISAlUN puBIOT] SOAI0]

WINI11I0SU09 8y} Ul S8j0J 21j198ds pue (89Ud||199X3 JO Spal) 'a°l) uondliosap 110ys

109loud
11Xd
areq

109loud
JEMIE]
areq

awreu lioys

juedionied

(A13unoo ‘A119 ‘uoneziuebhiQ)
aweN 1weddired

Jaqwinu
edioied

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




2Tz J0 9 abed

‘puejod Ul pareao|
anua) suoneladQ [euoibay 93D 8yl 01 8dRUSBIUI ||IM pUe BIUBAO|S J0) a1ua) uoddng [e207 8yl awodaq ||IM |SC TVS
MIN pue AS3A ‘NYID yum s1oaloid 43H ul uoneloge||0d Buipuelsbuo “sisuned olwapede

BIUBAOIS

0] uoisinoid 321AI8S pue yoseasal puo ‘yaseasal Bunndwod Buipnjour ‘ainiisu| adualdS [euoiieN UeluaAolS Buipes| ayl vZ T ISC | ‘euellgnA] - ammsu| ueyRls Jazor T
"191u8D uoiesadQ [euoibay ay) 01 adeBIUI [|IM pUR BIRAO|S J0} J81udd uoddns [e20] 8yl awodaq [|M SYS || :TVS
'sanss| oy1oads-3393 Buipnjoul ‘salbojouyds) puo Jo siasn aaiRdadsoud Joj Buiuresy aziueblo M SYS || :EVN BDRAO|S BAR[SITRIg - POIA BlLBpRYY
'$8|01 3393 "(poN|Ied ‘AIIDSSOYD) s1afoid [euoneussiul ul uoiedioiled "eeAO|S Ul 181Udd pus Bulpes| 8y sl SYS Z4 T SVS-Il | ®isuano|s ‘Oprewou)  Aeisn €T
S811JUN0J 18Y10 Jo sysapdiay
[e20| 01 agepLlUl pue Xsapdjay voddns [euoifal ay) aziueblio M AN "uoISIA0Id 82IN0SAI HIOMIBU IO} pue |NYIO
01 yul] 8yl Bunesado oy ajgisuodsal aq I 8 “D0Y ayr Bunelado pue dn Bumaes 1oy Aljigisuodsal areys ||M oM TVS
'SaluUNod
Jay10 Jo sysapdjay eso| 03 adeuaiul pue ysapdiay uoddns [euoifial ayy aziueblio |im 3 ‘uoisiroid 82IN0Sal 3}IoMau oy
pue | N3O ay 01 yuil ay) bunelado oy ajqisuodsal ag |im 3| 181U suonesadQ reuoibay e Bunelado pue dn Bumas 1oy
Aujiqisuodsal areys ||Im 1| "S[eU0d pue SpU9 ‘SHIOMIBN UOIRIBUSS MBN 10} 9U|[99XT JO J8JudD © Se "du| SWaISASOIIN puejod Ueuzod - Jaua) BupjiomiaN
uns Aq payieDd syefoid N3 snosewnu jo uedipnied pue Jebeuew ‘1slusd Bupjlomidu pue DJdH Odlwapede pue Bunndwoaladng ueuzod
Jofew “iomiau yoseasal |NVID 8yl 0} qul| Usliod NIOMIBU ZZ9/rE10d 98Ul JO ‘eale ueuzod oy} 1o} Joresado NVIN ve T ONSd | ‘Nvd Ansiway) duebiolg Jo amnmsu| 1
slasn pub [erosawwod [enualod oy xoeqpas) pue uoneulwassig VN
D0¥Y 10} s821M8s pue uoddns ‘suoneiado ainjoniseyul TvS
:oy0ads 3393 puejod -
'311Ud9 [RUOITRINPS ‘[e12IaWWO0D emezsrepn -Buljapoy reuoneindwo)d
pue papuny-O3 Buipnoul ‘leuoneulaul pue [euoneu :s}oafoid HBunndwod pue dpNUBIDS shosawnu o juedidiued pue  |eopewaylely  Jo}  djUdD
‘aIemyos oinuaIdS Jo Japiroid apim Aunod ‘mesiepn ul ylomiau Alsiaaiun Jo Jojelado ‘puejod ul 81uad DdH Jofen vz T NDI | Areundiosipiaiul  AuSIaAlUn  meSIepn TI
(anuad
92In0Say Te Jels Joj Buiurel suoirelsado puo ayl -
{a)ua) 92IN0SaY pUR SISSN [B20] WOJ) Swa|gqo.d [ea1uyda} YIm [eap 0} ‘18juad
J1ea Buipnjoul yoddns Joressiuiwpe % 1asn urew -
:apinoad |im siaquisw DOY OM] JBY10 Jey) ‘pawnsse si 1|)
‘9/eMa|ppIW pue SadIAeS 8yl Jo) Sajou ases|al Buonpoud ul uoneloge|oo -
‘wea) uoireiBaiul ayy Ag papiroid UoneUBWNIOP pue SaSealal alema|ppiw Mau aleplfeA suonedljdde ayi yum Jayiabol -
‘a)ud) 921n0say ay}
01 sjoo} Bununodoe % uonezuoyine pue Buuonuow [euonesado ayy Jo uonnguisip ayl Buipnjoul - puo ay) jo ued awooaq
0] sainpadsoid euonesado pue [eoIUYIS] Byl anud)d [euolbay 1e uswAojdap pue wawdojpAsp ayl ul uonedioed -
‘arema|ppiw puo Aojdap 01 Jane| syl I1SISSE ‘a1UdD 92IN0SaY 8y} 01 JuawAojdap % uoneplfeA arema|ppiw Buioddns -
‘siauned D93 pue NYID Yum S1oBU0D ‘uoiiuyap uoneziuehio - DOY -
9|0y
INDI pue DNSd yum Jayiabol ‘puo3d ays 4oy Jsjua) suoielado
feuoibay e Bunesado pue dn Bumas oy ANjiqisuodsal areys [m }pUODTD ulyum Buelado SsIsiuad 20| Yum JNSuod pue|od MOJeID -aIMOXRIY
osfe [m ) ‘Juswsabeueyy suoiresadQ pue (S)i9Iuad ainidniiselu| 3109 3IFO] By} 0} ddeHBUI [IM ¥ ‘FIDT Ul TVS M BIIZSBIS "1S"WI [9zo1uInH
s109(o1d yoleasal N3 snosawnu jo weddiued pue Jebeuew ‘I81uad Yoseasal olwapede -0Z21UI09) lwapese 1INOHHAD
aAoe ‘Model) Jo AD ay) o} Japinoid NYIA ‘191uad Bupjiomiau Jofew e osfe ‘s1aluad DdH Ysljod 1sabie| ayy jo auQ vz T | L1INOYHAD | amosaindwoyl wniuad apiuapesy 0T
109foud | 109f04d | sweu o f11m b
wni1Josuod ay} ul sajod 21419ads pue (39uUa||99xa Jo Sp[al} 'a'1) uondiiosap 1oys INE] 121u9 Hous (Anunoo *Ad ﬂo:ﬁ_cmm_ov Jaquinu
areq areq wedionred SleN juedidied juedionied

¥00¢/10/6¢

adoin3 u1 8ousI9s-3
1o} spiig Buljqeuy

OO

€€8809




21z Jo L abed

*191ua) suoneladQ feuoibay auo uil Loddns jeuonelado pue
sj00] Bunoyuow ‘sjoo} reuoiresadQ ul Buisnooy ‘saainosal Bunndwod painquisip abie| Alaa ul asiuadxa sy sbuug TvS

‘3393 ul uonedidiied "JUSWUOIIAUS [BLISNPUI ‘[B121aWWoI e ul (+0009T)

aouel ‘Assep ‘anbisAydoan

Od Jo 1a1snjo uononpoud abue| A1an ajpueH ‘Buissasold pue uonisinboe elep [eaisAydoas ul Auedwod adIAI8S JapeaT] vz T 999 ap 9elgug aubedwo)d 12
‘uoA Ul pareoo Jajua)
aInjoniselu| 810D 8y} a1esado 03 SYND YNM UOIIIBUUOD 9SO[D Ul I0M pue 3D Ul J8IUad 92In0sal e aesado [|IM i TVS
"10904d puoereq
ayl ybnoiyl uswAoidap pue arems|ppiw pub ul asusuadx3 -arewld pue Abojoig ‘soisAyd ewsejd pue areis pijos aouel4-sled
‘soisAydonse ‘soisAyd ajonsed pue Jesponu BulApnis ‘INSA ‘Yoleasal [eluawepun; Jo wawedap e sey y3) ‘syadse ‘alaNe\ B] 9p S92UBIIS Sap uondalg
Aeljw pue ueliaw yiog Buuanod ‘@oueld  sianew palejal Jesdnu | jo abreyd ul Apoqg oignd abie| AiaA e sI y3D vZ T INSQ/V3D | ‘enbiwoly aibisul,| e 1eueSSIWWOo) 0z
‘uoneoo|e yipimpueq ul Jauued pes| pue Juswabeuew AINIIY FVHC
‘puewWSp UO YIpImpueq
pue Buppiomiau |eondo pue ySOO 01 uonelbiw ‘alod NIYNAURSD ayl Joj Buuonuow anisenlad ‘S3did-zidauiaiu|
‘s00 ‘Wodsuesy erep asuewsopad ybiy ur swwrelboid yosressal e sey 10N “LIN9 ‘ON-9IN ‘OVIV.LIVA ‘©a3 Buipnoul
s109foud |nJssa2oNs Auew Ul PaAjOAUL SI 3| BUBIOMIBU Ul 82UB||9IX8 JO BIUAI dIUBIIS-9 N 8yl SI dnoib TN Byl vz T 10N uopuoT Jo abaj0D Alsianiun 6T
1oy payodrewl ayl spremol Buipuny
anguiuod pue 193foid ayr ur sjuedidnred MM 8yl usamiag uoieulplood apirocid |IIM DYV dd "Yoealino ® UoeuIWwasSIp
‘uawabeuew ‘uoneuIpI00d [euoifial Uo SNJ0} |IM DHVYdd 'S1oaloid [euoneusaiul pue ueadoing ued Ul JUBWSAJOAUL
N @siwixew 01 AIsnpul Yum S}IoOM pue a2ualds Jo Buipuelsiapun dlignd salowold DYydd '@dusids adeds pue N ‘UOPUIMS ‘|19UN0D YdJeasay
ABojowsod ‘Awouonse ‘saisAyd ajoied ul yoseasal [euoneusadlul % feuolreu jo Buipun) sareuiplo-09 pue Ss1alIp O¥Vdd vz T o4vdd Awouounsy pue saisAyd ajonied 8T
yoddns pue uoneaynuap| uoired)ddy Joy woddns Buipinoid Jsulred (pVN
uononpuj pue Buiurel] 1asn Joj Aljigisuodsal |[eiano yum Jauned pea :gv¥N
yoeasnQ pue uoieuiwassiqg Joj woddns Aay Buipinoid Jauned 2N
‘yoleasal pus paziuboodal
Areuoireusaiul jo awwelboid Buibuel spm e spea| 11 YN Byl Ul SIaydleasal puUo 10} auad uoieonpa pue Buiuren (N1@3an) MN ‘ybinquip3
Buipes| ayr si 11 ‘mobse|9 pue ybinquipg JO SBINSIBAIUN BU} USAMISQ UOITRIOgE[|0d B S| 8uUd) 92USIIS-3 [BUOlEN MN ve T OS3aN | -ybinquipg  jJo  AusieAlun  8yL 1T
[eAsLIay % UoNYa||0D uonewlou| o} Aljiqisuodsal yum Bulaauibua-al arema|ppIA : TVHC
‘uoibay pueali/yin 1o} (D0Y) aiua) suoneladQ [euoibay ayl pue (D1D) Saiuad ainjdniselul 810 INoy Jo auQ : TVS
's9j0l 3393 ‘(uoneibaiu| abelols puo pue
Bunonuopy YoMIBN ‘ SIJIABS uoleWIOU| PUD ‘spaqisal puo Jenoiued ul) 109foid puoelreg N3 8yl ol Jonguiuod
Jofew e pue 108foid DHT 8y 10} aUBD T-131L MN Y} S1ISOH saIsAyd ajonued Joy pub e Buipjing 10afoid pub N 1sabie| N
ayl - ddpuo renoiued ul ‘syoafoid pub Jo Jaquinu e ul dAIIde pue pLUS 3JUBIISA N Byl Jo Juswdoljanap Saleulplo-0d - AIIYSPIOIXO ‘S|IoUN0D Yareasay ayl
‘alua) yoddns puo N 8yl SISOH AlUNWWOD 92UBIAS N dy} 10} saijioey Auew Buipinoad Aloyeloge| Areundiosip-ninin ¥Z T 24100 | jo Alojesoge] [esuad 8y 10y [19UnoD 9T
pueal| 1o} (DOY) 2nua) suoneladQ [euolbay :TVS puejal| ‘uligng Jesu
SEELELUETIES y1agezi3 usangd 4o Anuul papiapun
‘PUDSS0ID pue pUSEIe Yiog Ul Spagisal pue Alindas ‘Buriojuow pue AoH a8y jo abgjon 8yl
ul @ouauadxa sey 1| ‘7bIo pueRI-pUB MAWW/dNY 9as ‘pueal| Joy pub feuoireu ayl si Yydiym ‘puejall-puo sabeuew gL 2 T doLl | Jo siejoyds pue smojja4 1S0A0ld ayL ST
109foud | 109f04d | sweu o f11m b
wni1Josuod ay} ul sajod 21419ads pue (39uUa||99xa Jo Sp[al} 'a'1) uondiiosap 1oys INE] 121u9 Hous (Anunoo *Ad ﬂo:ﬁ_cm?ov Jaquinu
areq areq wedionred SleN juedidied juedionied

¥00¢/10/6¢

adoin3 u1 8ousI9s-3
1o} spiig Buljqeuy

OO

€€8809




2Tz Jo g abed

INMLI /DUH pue [vDS/OUH J0 JUSWSA0AU]| ‘uoisinold abelolS pue NdD ‘@nua) uoddns Tvs

aJnjoniiselu] 3393 ay) uo asn o} suoneoldde

JUBAS[3) [eLISNpUI Mau pue [elauab arelBiw pue Ajnuspl 0] N JO siauued ayl yum 1ayiabol diom |Im [VOS/OUd 7VN
3393 Ul 9|0y

‘sieak uay

0] 9/} 1XBU Y} Ul 9dUBA3|aJ [B190S pUR JIWOU0Id Ue Yim salbojouydal Ay ul suoireaouul Bunowoud jo wre ay) yum ino Auewlia
paled are sanuoyine olgnd pue juswulanob ayl AQ pauoISSILIWOD Ydaueasal difarens pajualio-aining juswulanob pue ‘uayouaniy “AD Bunyosioq
10109S 92IAISS 8y} ‘AlISnpul Jo Jeyaq uo siseq 1oenuod e uo syosfosd uawdojaAsp pue yareasal Ino Aued saskojdwa uaipuemabuy Jap Buniapio4
ay] ‘adoin3 ui wawdojansp pue yareasas paldde jo sainsul Jo uoieziueblo Buipes| ayl sI Yeyos|esan-iajoyunel vZ T oyd | Inz yeyos||asan-iajoyuneld 12
yoseasal WaisAs yuea woly suonedldde Jasn Ales jo uoieidepe pue uonedyiuap| iyvN
3393 ul 9|0y
‘Bulepo arewi|D pue walsAS yue3 aull ayl jo doi 1onpuod 03 AHUNWWOD JRUSIDS Auewa ‘BingqureH ‘Hqwo
[euoiTeUIBIUI pUR [eUOITRU B} 0] SBJIAISS PaleID0SSE I1aYlo pue adIAIes elep ‘Bunndwoaiadns uUe-ayi-Jo-alels sapinoid vz T Zeda | wnnuazuaydarewiy sayasinag (Y4
D0y Uewla ay} Jo Jauled VS
3393 ul 8|0y
‘suonesijdde 43H pue suoiresado pub ‘aremajppiw
Bulpuey erep uo sNd0H ‘SUOIRIOYR||0D [euOTRUIBIUI pUR S1I8[01d NT Ul 8dualadxa 1ealo) ‘jood uonesldde uosoIyduAs
pue d43H abuse| ‘SO plepuels se xnui] Budnpolul sauoelode| 1S} 8yl JO duo ‘alemyos juswabeuew erep Jo Auewsas BinqueH
uawdojaAap ay) ul uonipes Buo| ‘uoneipes uoJ10JyduAs pue saisAyd ajonred 1oj Alojeloge| ueWISS) [euoneu ayl st AS3A vZ T AS3A | - UonoIYOUAS usuoie|T Saydsinaq G2
Japinoad uoireoydde ouauab YN
suoneoidde ouauas ‘ winio4 Ansnpul ¢ uoneuIWLSSIQ : 3393 Ul 8j0J o110ads
(010
‘OM-3931 199N ‘1SV1d NIdO) sioafoid ueadoing pue [euoieu Ui paAjoAUL St} “IS-SO pue NdI Yim sluswaalbe
[esauab sey n ABojouysal 1Yo 4O urewop ay) u| ‘SaINOBNYIIe SWBISAS UONeULIOJUI PaTeId0SSe pue SWalSAS [euisnpul aouel4-Alqee|N
xa|dwod Jo uonenwis pue ubisap ay) ul pazieldads si slied aeiua) 91093 Jo Aloresoqe sonewsyrey palddy syl e T VSHD | -Aeuareyd ‘v'S ayaiayoay aenuad vZ
‘KIIAIoR UoIFepI[e A pue uoiedylla \ ay} 0}
uoneddiued (yvN “(Jabeuew yO) 109loid ay) uo Alanoe asueinsul Alifenb ay) jo uoneziueblo ay) 1oy ajqisuodsay ZvHCl
"19)Ua) uonelado euoibay auo jo uonelado ay) 0 uonedided ‘SYND JO pes| ayl Japun TVS
:8q |m 3393 Ul uoedioived SO
'sanss| A1noas pue uonelado ‘Anfenb ‘uswAojdap ul asiuadxa yum ‘uonelado yiomau | N3O Jo d|qisuodsal aouel4-
S| SO "suoiedidde pappagquwa pue [e21uydal ‘oiiIuaIodsS Jo JuawdojaAap 3yl ul pue sainloniselul || Buiresiunwwoosaul yewre|D ‘SaWwaIsAS % uoneduNwwo)
painoas jo uonelado pue uoneibaiul ayy ul Jakeid Aax e se Bunoe Auedwod Japiroid 82IAIBS UMOUY |[BM B SI SO vz T ISSDO | uonewlou|,p aWdISAS [Se) ford
"JuawdojaAap S|00} 10} Weal YoMmidau 3393 ays ul uoied
aIem)os pue sassadsold ‘ S|001 Ul YO ainsua 0} uonedidiued : Zvdr
‘uoiresado xiomiau 01 pare|al AlAOe 92IAISS SIU) JO JapeaT iZVS
19U uonelado
[euoibay auo jo uoirelado ay} Jo} a|gisuodsay "191uaD 3InNJonJSelu| 810D duo Jo uonesado ayl Joy d|gisuodsay TVS
‘aoepaul suonealdde yyeay/ABojoiq Joy Jauured peaT "uoneulplood suonesldde oy Ajigisuodsal [[eIaA0 (VYN
‘3393 ul uonedidired
"Hoye 39T Yduai Y} JO JapeaT ‘aduelH Ul SHOHD pU9 [euolieu 9oueld -sued ‘anbynusids
10 lapes| pue puoeleq ul ajol Jofew e pake|d 'sSadualds Jo spjaly [fe Buuanod ‘edoing ul uoneziuebio yoseasal 1sabie] 74 T SHUND | 9yolayday ®e| ap [euoneN aauad 22
109foud | 109f04d | sweu o f11m b
wni1Josuod ay} ul sajod 21419ads pue (39uUa||99xa Jo Sp[al} 'a'1) uondiiosap 1oys INE] 121u9 Hous (Anunoo *Ad ﬂo:ﬁ_cm?ov Jaquinu
areq areq wedionred SleN juedidied juedionied

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




2Tz 10 6 abed

93N Ul UOITRUIWSSIP JO UOIRUIPI00D ZYN
9]0 3393

‘anireniu] puo uelbjag ayy ul aAnoe Apuasald sty ‘s18loid | D) ueadoing wnibjag
[eJOASS JO UOITRUILIBSSIP UONBLLIOJUI pue uoiesuofeA ul aduauadxa Jo sreak Auew sey dnoib soloH/NTTI Byl vz T anA | ‘sjessnig ‘lassnig uausianiun aluA ce
109f04d s1y1 Jo sreak omy ayy Buunp ade|d axe) |IM Jey) Saduaiajuod 193loid oy ay) 8reulIpiood ose |IIM YNIY3I L
'S|00} 9AIRIOgR||0D paseq gam pue S)sl| Bulrew ‘JaAias gem [eusdixe 8y Buiuunl (Z¥N) S8IAIOR UORUIWSSSIP spuepayiaN ayL
a1 Joy Aujiqisuodsal pea| axel |IM YNIHI L "Uonednpa pue yareasal Jo 1jauad ay} o} 3In1onJISeiul SUOIeIuNWWo9a|al -weplaiswy ‘uoneioossy BupjiomiaN
pue uonewuoul [euonewdul Auenb-ybly e Jjo wawdo@Asp a8yl ul saredipmed pue saowold YNIHIL vz T VNIY3L | pue  yoleasay  ueadoin3g-suel] z€
‘Bununoddy pue
Bunaxolg 921n0say ‘SSadIY 92IN0SaY J0 ared Buppel Jaisnjd Buusauibua-al aremajppiw ay} 1o} Aljigisuodsay TVl
(D1D) 181a) ainjonaselu| alod e Jo 1SoH “Afeyl ul suonesado pub pue sDOY 3393 Jo) Aljigisuodsal |[eIBaAD (TVS
dnoiB uonoajjal aiNdNNISEIUIS Ul PAAJOAU] (YN
‘(ABojoig pue 43H jou) adepsiul suoneddde [eisuab ioy Jauned pea yvN
‘Aunwiwod uelfey| ay) 1oy Buluresy sadojansp uoneolddy :£vN
‘Aunwwod
uele) ayr Joj fewod SNINTO ayr yuwm paddinba paq 1s8) owsap ‘suoissas Bujuresy pue speuon paredipap ZvN
's8|01 3393
“(semanoe N9 pue ovlereq
N3 ‘puoereg N3 ‘puo Bunndwo)d DHT) sioaloid jeuoneulsiul Ul dusLadxg "SIEaA [RI9ASS BJUIS Afel| JBAO |le Sals .
0z Bunanoa jood Jopuod Buuuni :Bunndwos painguisip ul asuaLadxe Buoj :uonnnsul yaseasay algnd ueipe)) abire vz 1 . Arey ‘(ewoy) eoseld
N-NI | ‘8JesjonN eoisid Ip 8[euoizeN oins| 1€
S921M8s Buiunoddy pue Buuayolg adinosay ay) Joy Juawdoaaap/Buliaaulbua-al alema|ppiw 1o} Jauled TVl
9J04 3393
‘(pHosso1d
N3 pue puoereg N3) Buussuibua-al pue uopeuaws|dwi aremappiw 01 (puoadeds ys3) sananoe HBuidAroloid
parejal pue sjuswalinbal uoneoldde woly Buiuueds ssfoid puUD Ul PaAOAU| ‘SUBWHSS 193JeW [eJ1aA 10} S9OIAIBS
auluo pue ]| ‘suonnjos 1aulalul ‘suoiredldde aremyos Buipinoid pue Buidojansp ‘siapea) Ainsnpul | D) uelrey Buowy A T 1VAVYLVA Ay ewoy “v'd's 1VIAVLVA oe
20y UBwI9D a8y} JO Jauled TVS
3393 ul 8|0y
‘Juawiadxa a2l DHT 8y} 10} 311Udd g-1al] e Bulp|ing uo sSnoo4 ‘sweaq Auewlag ‘jpeiswreq
uol Aneay yum Adesayy Jown) e jo juswdojaasap ay) pue ZIT-/0T Jagunu dlWole Yim SJUBWS[d [edIWwayd Mau XIS JO ‘How Bunyosiojuauoemyds
A1anoosip ay} ale sbBuipul umouy| 1sag “wniueln o1 uabolpAy wolj Sluswala e 10} xa|dwod Iojesa|adde ue saresado |SO vz T ISO | Iy yeyos|jesan 62
2.1uad yoddns Jasn puo [euoibay £VN/ZVN
20y uewIa9 ay} Jo Jsuped pea iTVYS
3393 Ul 9|0y
‘suolreoljdde 82ua19S-3 Jo uoielfal pue
poddns Jasn pub uo snoo4 ‘Auewas) Ul 9dUBIIS-8 pue SalAlOR puUD Joy 3joi Buneibaul Juenodw) ‘suswadxe 43H
Jay1o pue pub Bunndwod DHT 1o} anuad T-1a1] :s1oaloid jeuoneussiul abie Juswdolaaap 1onpolid-aid 0] yoreasal diseq Auewa ‘aynispey ‘HqWo
woJ} saAnoe pajuauo-uoiesldde ‘Auewias ur uonnisul Ydseasal Buussuibua pue aoualds [elasawwod-uou 1sabie vz T MZ4 | aynisped) wnnuazsbunyoasioH 8z
109foud | 109f04d | sweu o f11m b
wni1Josuod ay} ul sajod 21419ads pue (39uUa||99xa Jo Sp[al} 'a'1) uondiiosap 1oys INE] 121u9 Hous (Anunoo *Ad ﬂo:ﬁ_cm?ov Jaquinu
areq areq wedionred SleN juedidied juedionied

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




212 10 0T abed

"JuswdojaAap pue uonuLap aiNjaNyde Alundas ul uonedidnied - VAL
"PIal} BY} UIYNM NPaID J1dy} 0} Sisily, Auew yum ‘uoneindwod pajnguisip pue |9jiesed
ulyum paodal xoen Buo| e sey pue AemioN Ul saiuad Buinndwossadns feuoneu ay) jo auo sayesado usbiag jo Alsianiun

ve

ain

AemiopN ‘uabiag jo Alsianun

6€

VAN se Buipjing awres ay} ui st ydiym dnoib A1indas pue yiomiau

43HMIN Y} yum pareys ag [m uonde Siyl Yyy pue Alndas 3iomau ‘sainjoanydte Andas uo asiuadx3y gvdr
"uoieZLIoYINY JO Bale ay ul sejnoiued Ul ‘wnio4 puS eqojs ayl

1e sdnoib Burpiom ul pue preog ay) Ul yioq ul aAide si 3] 'dnolb siyl Jo Jreys-09 S| Jaquisal auo alaym dnolo yoleasay
2IN1091IY2Jy UoeZIIoYINY pue UOoITedilusyIny ‘uoiiezuoyiny 41¥| 8y} Ul 8AIOe S 3| "ydseasal jiomiau [eondo ay) spes|
pue 108loid Bejereq ayr ul Jsuped [ediouud si )| "yoreasal YI0m1aU U0 Saniisul Buipes| syl Jo sUo SI pue spuelaylaN
ayl ul 108loid AloyelogeT renuip 8yl SareuIplood (YAN) Weplaiswy jo AUSISAIUN Y} JO aImisu| sdnewloju] ayl

ve

AN

spuejiayiaN ‘Wepiaiswy

‘wepJsiswy ueA uaNsIaAIUN

8¢

‘yoddns g-jan8) ‘uoibal ulayuoN ul siaiua) suoneladO reuoibay jJo auo 1o} ajqisuodsay TVS

3393 Ul 9|0y

1098l0id puoereg N3

ul Jauped 81eld0SSY 19UHNS YI0MIBU UYdIeasal [euoljeu ay) Jo Juswaebeuew [euonelado pue [ed1uydsl Joj ajgisuodsay
'sanisianiun yoing jo sieindwooladns 18ylo [elands 1oy BuisnoH ‘Jeindwodladns feuoneu yoing Jo uswabeuew
walsAs pue Buisnoy Joj ajgisuodsay eiep xajdwod JO uoneziensiA pue suonenoed afedss-abre| Jo Buissasoud
yum sassauisng pue adualds suoddns usua) BuppomisN pue Bunndwo)d adsuewlopad ybiH [euoileN yoing

ve

vdvs

spuepayiaN
‘wepJsiswy ‘wepJsiswy
wniuaouaNay yasiwapeasy bBunyons

L€

"weplalswy ul 43HMIN Se Buipjing awres ays ui si yaiym dnoib

A1IN23s pue YIoM1aU WepIaisWy Jo AISIBAIUN 3yl YIM pateys ag ||IM Uonde SIYy| ‘SO Udamiag SISnJl [eninw aleuipiood
0] saldljod Jo uoniuap ayl ||am se Buikeld Apeale si 11 8|04 ALIOYINY UoIIBIYILBD 3Y} JO uoenunuod Y '19aloid puoereq
ay1 Joj uoneuawsaldwi pue aindauYdJe [01U0D SSdJe NS ayl Ul pake|d 4JHMIN 904 3yl woly asiuadxa Andas vl
'SN20} PaJUBLIO JJIAIBS alow Ajybis e sey

pue 43HMIN Se Buiping awes ay} ul SI YoIym YHYS Weplalswy J0 211uad Jaindwod dlwapede ayl Yim paleys ag |jim
uonde SIYL "WOYXd01S Ul S| SUO JaYl0 8yl "HFN Ul S3IUN0I WIdyNos 10} 81uad poddns pue suonelado pub ayl :TvS
wniuosuod (93N) puo ueadoin3 UIBYLION 8y} Ul S3LIUNOD 3y} Joy 811uad poddns pue uonesynuapl uoedlddy #vN
‘pagisal puoeleq ay} Joj SadInIas [elauab [enuassa

JAYI0 pue 32IABS YD yoing ayr sisoy pue ainonnselul pub abie) e sasnoy 1 ‘108foid Bejereq ayl ul saredioiied
pue 103foid pusereq ay: ul Jauued ajdiouud sI 4gHMIN aredioiied 1ydsann pue usbawlN ‘wepislswy Jo SaIlSIBAIUN
ay) pue NO4 Aduabe Buipuny ayl ydym ul ‘spuepayiaN ayL ul saisAyd oiworegns 1oy ainnsul feuoneu ayl st 43HMIN

ve

NO4

spuepayiaN
yoseasay
uonepuno4

qyoann  Jemely  uo
[eluswepuny 10}

9€

ubisaq pue a1noaNydly AIINJBS ||BIBAC pue Syse) Bulieaulbus-al 821AI8S UONBINUBYINY ‘QJJ8sn 03 J0INgUIL0D £Vl
:3393 Ul sjoy

*WINILOSU02 douel|ly AUagiT 8yl Ul Jaquiaw s pue 108foid pusereq ueadoing

ul yser Ainoas ay) pabeuew sey diH'HN "@ousios Jaindwods pue soisAyd Jo @mmisul yoseasal [euoiieu ysiuul

ve

dIH HN

pueluid

‘DuisieH  puisieH Jo  Ausieaun

S€

"S|aA3] |fe 1e sawwrelboid Buiurel Jo uoleald sy Ul pue feusrew buiurel Jo JuswdojaAsp

8yl Ul ‘wniuosuod (93N) pUo ueadoing ulsyuoN a8yl Joj aaneluasaldal syl se ‘saredionied MvH1IVN-NY VN
*Aisnpul 03 s1oelu0d pue JuswAholdap

‘uawdojansp puo ysiueq jo Jasiueblo aininy ayl ag (M Ydiym aido-Mda payslgeisa Amau ay) Joy ajgisuodsal sl
NMIA 1003 3y} jo uswkojdap pue juswdojaasp ayr ul pue 103foid pUSHNPION 8Y1 JO UOIESID By} Ul [eluswnIsul usaq
sey 1gN (NM1a) sonewdoju| Joy amnyisu| pue (JgN) 8mnisu| Jyog S|ISIN ay) ¥e panuad alse Juawhojdap pue juswdojanap
pus uo sanAioe ysiueq ‘saisAyd ajoied pue yoressal-]| saundiosip Jayio Buowre sisoy aoualds jo Aynoey ayl

ve

T

AV41VN
-

yrewuaq ‘uabeyuado) ‘uabeyuado)
10 AusIaniun 9ouslos Jo Ajnoe4

Ve

WINI11I0SU09 8y} Ul S8j0J 21j198ds pue (89Ud||199X3 JO Spal) 'a°l) uondliosap 110ys

109loud
11Xd
areq

109loud
JEMIE]
areq

awreu lioys

juedionied

(A13unoo ‘A119 ‘uoneziuebhiQ)
aweN 1weddired

Jaqwinu
edioied

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




212 o 1T abed

"109(01d a3 Jo Jeak |,z woly JsIus)

92IN0SaYy D0y pue DD UBISSNY 10} UondUN) dnxjoeq Slowal 0S[e ‘O0Y JO SUoidUNy JISeq /XyZ dWOoS apInold TVS
*S9IUNWWOI J8SN MU JO UOONPOIIU]| ‘SI9sn

Alrea Ajuap ‘suoneardde 1o51d SIND pue SYLV Jo woddns ‘eissny ul SOA JDITV pue gOHT Jo uawabeue VN
'SI9JUBD Je3|ONU URISSNY WOJ) SI8sn Jo Buiurel) ‘fearew asinod pue Buiurel) adnpold :€¥N

‘eale S|yl ul suoireiuasald pue saseamoys Jo uoireziuehlo ‘aus gap Buipuodsaliod ayy

aresado ‘ABiaug o1WOlY 104 ANSIUIN URISSNY JO SUORNIISUI DIYAUSIOS Ul UOITRUILASSIP 10} Jaulred "sisl| [rew uoddns 2N
'$9l01 3393

'suoneoljdde pue juswAojdap @Yo ul asiadxa ‘syosfoid 97 pue 53 ul uonedidied (QH1

pue 437 ul uoneddnred ‘reinonted ul) uonesadood feuoneuIBlUl Ul Suonipel) Buol yum Isjuad JesjonN pue 43H abieq

ve

d3ll

BIssny
MOISON ‘SISAYd [eluawadxy
pue [e21}9108Y] JO SINMISU|

914

"109foud By Jo 1eak |,z woly Bunsels ‘1sjus) a2inosay

'soiewlouiolq ul pazieloads ‘Abojoig o) Jsuad uonelado uolbay jo suonouny pauoads /xpg Jo uoddns TS
109foud

1192-3 pue SolWRUAp JeiNdsjow ‘UolldNIISU0Ia) 3INJONIIS Jejndajowolq Jo spialy ay) ul suonesldde jopid jo woddns VN
*ABojoig ul si1asn Jo uononpul pue Bulurel] *ABojoig ul QYO UO S[eudYew asIn0d pue Buiurel) 9dnpold :EVN
‘ainmoniselul 3393 91y a8yl Ul suonnlsul [ealBojolq Jayl1o SAJ0AU|

'S92IN0S3J0Iq 19UlalU| U0 Saseqelaw pue ABojoig ul saseqelep uoneulojul pue euoireindwod Jo uoddns 'soirewllojuolg
pue ABojoig euoneindwod Joy Jauad juior Bunsixa ayl uo paseq ‘BUS g9\ uoneulwassip ayl aresado ZvN
'$8|01 3393

108l04d swouas uewnH ueissny ul uoedidied ‘SN pue N3 Ul suonnyisul yoreasal ublaloy

Auew yum uonesadood asold ‘ABojoig reuoneindwod pue solewloulolq Jo pialy 8yl Ul eissny ul uoneziueblo Huipea

ve

Svd ddiNl

eissny uolbay
MOISON ‘oulyaysnd EERIIETRIS
Jo Awepeoy ueissny Jjo AbBojoig
10 SWa|gold [edrewayle|y Jo ainmsul

[44

‘anua)d

92IN0Ssay ‘a.1uad suonesado pub 1oj Aljigisuodsay ‘d3HI 1 Jaa) uonesado uoibay siseq / X g uo uoddns TvS
"T - 907 10} 21eMYos puU9 a3 jo Bunsal VN

{S9s1N092 painguisip voddns pue [eusrew asinod ay) aledald ‘arema|ppin YO 104 s1asn ayl o Buluiel] :£WN

'3393 ol 0 ABJau3 21WOY oy AISIUIA Jo suoeziuebio J1JIusIdS SWOS 1oelle 0]

‘a)s g3/ Jo uoddns pue uoneredald ‘urissny Ul SJuswnoop J39J ulew ay} Jo uone|suel] :Z¥N

's8|01 3393

'suonealjdde giyo pue uawAodap Yo ul asmiadx3

‘uoneladood [euoneusdlul Ul suonipel] ‘©Hd3 pue 9O ul uonedidiied "eissny Ul Jaluad Japljod ajoned 1sabie

ve

d3HI

eISSNY UoIfay MOISON OUINOI-
- so1sAud ABlaug ybiH jo 8ISyl

144

J131ua) suonesadQ euoibay uiByUON ay) BunsoH :TvS

3393 ul 9|0y

‘pPUONPION pue 97 0] $82Inosal Buipinoid si pue paq 1s8) uonanpoid pu9Hams ay) sajelado )| "SwalsAs

DdH 10} sjeuod ‘Anoas giyo Joj alems|ppi ‘swiaisAs abelols pue s1a1snjo-Od aeas abire| jo uonelado pue pjing
Ul SpJ02al yoel) uanold aney Sa)UBd 9S8y 'SIASN [RIDIBWIWOD pue Jjwapede BUIAISS S| pue USPaMS Ul Saiuad DdH
Jofew 9 ayy Buipnjoul anuad e1BW e SI yoym (DINS) Bunndwo) Joy aimponiselu| euoneN Ysipams ayl bunsoy si YA

ve

T

A

uspams
lounod  yoseasay
‘Jopelsdesualon

‘wioyyo01s
ysipams 8y

oy

WINI11I0SU09 8y} Ul S8j0J 21j198ds pue (89Ud||199X3 JO Spal) 'a°l) uondliosap 110ys

109loud
11Xd
areq

109loud
JEMIE]
areq

awreu lioys

juedionied

(A13unoo ‘A119 ‘uoneziuebhiQ)
aweN 1weddired

Jaqwinu
edioied

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




2Tz Jo 21 abed

FREIGID|

ay) Jo Jeak uC WO JBJUSD 92IN0say ‘uoibal 6ingsialed-1S 10} DOY UeISSNY JO SUOIdUNy JISeq /XiyZ dpIN0Id (TVS
‘siasn

Aprea jo uoneoynuspl ‘uoibas B6ingsiged-1S 10} (AOHT ‘IOINV ‘SO ‘SY1Ly) suoneoydde jojid d3H Hoddns :yvN
‘uoibal BIngsIa19d-1S 10} SfeloIn) Yo pue Bulures) Jasn apinoid :EVN

‘uoibai Bingsia1ad-1S 10) S8seIMOoYs pue suoleuasald

aziueblo ‘uoibal BINQsIaldd-1S Ul SUOINMISUI Ul UONRUIWASSSIP 10} S|00} paseg-gapn pue als gapn Hoddns :zvN
's8|01 3393

108f01d 927 Ut uonedioived ‘(jrRISUl/FdM 'DAT) udwhojdep aremalppiw AIYO

ul @ouaadx3 ‘uonesadood [euoireulalul ul uonipesl Buo uoibal Bingsialad--1S ayl Ul a1NIsuUl SAISAUd JesjonN 1sable

ve

IdNd

'ISSNY - J0UISIp pelbuius ‘eulyores
- S9OUBIOS Jo AWapeay ueissny Jo
ansu| saIsAyd JespnN Bingsialad

14

1o8foid aup Jo Jeak |,z woly 19JuBD 82IN0say “(dINPNASeUr 1Y Jo suswaroidw

10} SUOEPUBWIWIOIAI ‘SJUBWIUOIIAUS 80| 0} MIA JO uoneldepe) DJD UBISSNY JO SUOOUN) BWOS 8PINOId TVS
‘uoneziuebio

$9sIN02 Buluresy sadInBS QIYO 'salbojouydal puo JO plaly Yl Ul 3Jom 10} AUSIBAIUN B1e1S MOISON Wol) sisiieroads
BunoA jo uoneonp3 -1duwidu] ybnosy) sigejeAe Ajppm wayl Buppew pue ueissny ol siaded saibojouydsal puo
olseq Jo uone|suel] ‘ssaid Jeindwod olgnd ueISSNY By} JO SueaW AQ UOITRUIWASSIP SI pue ‘SadlAes YO 2Iseq Jaylo
pue S82IAI8S UOWWOI ‘aIndalyde uo siaded pasueApe pue A101ONPOJIUI JO UOIIINPOId "S92UBIDS JO0 Awapeoy ueissny
ur ‘rejnoiued ur ‘sonewsayley palddy pue 8oualds Jaindwo) JO ease a8yl Ul uoleulwassip Joy Jauued peaT ZvN
's8|01 3393

‘sp|aly 8sayy ul uoneanpa Jaybiy ul asualadx3 ‘sonewsayre palddy ul suonesldde Buipuodsaliod

pue ‘gi¥o pue Wjjool sngo|o ‘Bunndwiodelsw ul asmiadxa Buo eISSNY Ul UORNMISUI BJUBIDS Jandwo) peaT

ve

Svd AVIX

BISSNY — MOJSO|A S3dUalds
10 Awapeoy ueissny Jo sonewaylien
pai|ddy jo s1nsu| ysApiay

14

109foud

au1 Jo Jeak T woly Bunrels 'Jeluad 82IN0S8y "UORONPUI 82IN0Sal pue JuswAoldap aJema|ppiAl "|01uod pue Buloyuow
pUS 'SaLUNOI S| Ul SI3SN pue $8dIAes puo Jo Loddns "DOY ueISSNY JO SUOOUN) JISkq /X dwos Jo 1oddns :TvS
‘SaUNWWOod

Jasn mau Jo uononpoau] ‘siasn Auea Anusp| ‘suonesidde 1opd gOH1 pue SO ‘IDITV ‘SY1lv uoddns :yvN
"108l04d 8y} UO S8SIN0OD pPaINQUISIP

J0 yoddns ‘saunod SO Ul Aunwwod Jasn 3393 Joj uoieodnpa pue Bulures ‘sfeuoint puo ayl aziuebio EVN
'SaLIIUN0D SO pue BISSNY Ul UOITRINPa pue 3dualds ul Buindwod panguisip Uo SadUaIaU0d pue sbuiaaw

3393-91ay 9ziueblQ ‘sarels JaquBN YNIC 10} Saseomoys pue suoneluasald aziuebio ‘BYS gap\ UOHRUIWSSSIP
Buipuodsaiod a8y aresadp ‘sanIAOe JJOT SYl Ul JUBWSAIOAUI SI9IUD yoseasal S|D Joj Jauped pea :ZvN
'$9l01 3393

‘suoneijdde

d3H pue wawAojdap iyo ul asiuadxe ‘syalfoid 5g3 pue 97 ul uoiredidiied "UOIRIOGR(|09 [eUONRUIBIUI Ul SUORIPER.)
Buo| sey pue sauunod ueadolng awWoS pue SaLUNOD SID ‘eissny Buipnjoul salels Jaquiay 8T luasaid 1e sey HNIC
'Spjal WeAS[aJ 8y} Ul uoeanpa AlsIaAiun pue ‘salfojouydal ybiy jo uoneardde pue Juswdojaasp ‘Ianew Jo 81NoNnas ay)
10 yoJeasal [eluawepuny Buireiodiodul SaAIOE YIm ‘Yyareasal Jeajdonu Joj uoneziuehio [eluswulasobialul [euoneulalul

ve

T

dNIC

eISsNyY eugng
‘yoreasay Jes|onN Joj anmsu| wior

144

WINI11I0SU09 8y} Ul S8j0J 21j198ds pue (89Ud||199X3 JO Spal) 'a°l) uondliosap 110ys

109loud
11Xd
areq

109loud
JEMIE]
areq

awreu lioys

juedionied

(A13unoo ‘A119 ‘uoneziuebhiQ)
aweN 1weddired

Jaqwinu
edioied

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




2Tz Jo €T abed

'Sa|qeJaAl|ap 3y} 104 UOITeLWIOUI

[eansneis pue feuonelado Aressadau ay |je apiroid I DOY panguisip a8yl jo uonelado yloows ayy Joj siauped
33S Jay1o ayl pue | INYO yum Bunoesaiul o} ajgisuodsay "ainonnselul 3393 ay) 01Ul SI9IUD S82IN0Sal dIYOAD Jo
uonelfajul pue siasn 20| ay) 01 uoddns *snudAD ul uononpul @ainosal pue oddns Jasn feuoneu Joy ajqisuodsay TVS
‘|]oels| pue snudAD ‘993819 Ul SalAoe

4oBalino pue UoIRUIWASSIP apIA0Id "uoifal ay) 0] JueAajal suoiedljdde pue samunwwod Jasn 1abirey Ajnuap| :2vN

'SanIAioe uoieulwassip pue Bulures) Joj woddns [e207 "aiua) Hoddns pue uonelado [euoibay ay) buiresado | INHO

yum uoneladood ul snidAD Joy anua) uoddns pue uoneladQ 20| U0 Sndo4 (PUDAD) puo snidAD Jo Joreulploo)d vz T ADN | snudAD “ersoaiN ‘snidAD jo Alsianiun 0S
'Sa|qeJaAl|ap 3y} 104 UONTeLWIoUI
[feansiiels pue [euonesado Aressaosau ay |je apiaold |IIM "DOY paInguisip ayl jo uonesado yloows ay) Joj siauned
33S J8ylo 8yl pue 1INYO yum Bunoelajul Joj ajgisuodsay "ainjonasesul 3393 8yl OUl SIBIUAD S82IN0Sal puohg
1o uonelBalul pue slasn [ed0] ay: 01 uoddns “euwebing ul uononpul adinosal pue uoddns Jasn Jo} djgisuodsay VS
BlUBWOY pue BlEBING Ul SBINIAIOR YIBalIiNo pue UOBUIWASSIP 3pIAOId “uolielapa) 33S ay) 4oy uejd uoreuiwassia :2vN
SalIAIIOR UORUIWASSIP euebing ‘elyos
pue Buuren 1oy uoddns oo ‘anuad uwoddns pue uonesado [euoibey ayy Bunelado |INHO yum uonesadood ‘saouads  Jo  Awspeday ueuebing
ul euebing Joj anuad woddng pue uonesadQ [e20] U0 snooH ‘(puobg) wniiosuod puo ueuebing jJo 10jeUIPIo0D vz T Svg-dd1D | ‘Buissadoid |9jjesed Joy ‘ge [enusd 61
"108f0ud a1 Jo Jeak (T Jo pus ay1 Wolj J8IaD 82IN0SaY “UONONPUI 82IN0S8l
pue juswAo|dap aIemaIppIN "UoneIaPa} ueissny O juswabeuel "18Jud)d ainjdnJISelyu| 310D UBISSNY 9pInold TVS
'SaIUNWIWOD 1asn
M3U Jo uononpouu ‘suoiredldde jojid gOHT pue DIV ‘SYILY J0 Hoddns feissny ul OA SIND 40 Juswabeueiy 7N
‘dl¥S U0 S3sSIN09 uoiedNpa panguisip jo yoddns
pue uoneziuebiQ "aus gap Buipuodsallod jo uoddns pue Sjeuarew UORBUIWASSSIP JO uonedlignd ‘Saoualajuod pue
sbunasaw uswabeuew J393-9|gY aziuehiQ ‘eare uoireonp3 JaybiH Jo) SBSLIMOYS pue suoneluasald aziuebiQ 2N
'$8|01 3393
‘uoneUIWSSSIP pue uawAioldap ai¥o BISSNY MOISOWN
ul 9dualadx3 (eIssny 1o} Sa2IMBS Y9 3109 pue ) sapiroid Ajualind) syoaloid 997 pue 9@3 ul uoiredidied (SIND - Alslaniun a1e1sS MOISO|A JO SaISAyd
pue Sy11Y) Siuswuadxa DHT ul saredidiued eissny Ul eale uoneanpa Jaybiy ul uonniisul reajpnN pue 43H bBuipean A T NSIN-ANIS JesjonN Jo aINMIsu| UAS)aqoNS <174
'sa2IM8s A1indas pue ) Jo uoddns “saldljod
'SY1S ‘sSTS ‘BulllpoiN ‘sy1S Buizifeal ul SNIHN pue INVID Nd Yum uoleloqe||od 1oy Jauned ueissny pesT 2vs
109foud
8y} JO Jedk |,z woyy JaJua) S2UN0SdY “|0AU0D pue BuLoyuow QIYO SBIIISS BINJONISEIUI 810D BWOS BPIA0Id (TVS
'SaNIUNWWOD JASN M3U JO UONONPOJU| "SIasn Aliea
10 uoneaynuap| "eissny ul suonedldde Yo uoisn4 Jseajonp Joy Jauued pea ‘suonedldde jojid 317V J0 Moddns pvN
'soidoy asay}
uo asInod painguisip uoddns ‘feusrew a8sinod pue Buluresy aredald ‘AINdas pue yD Joy slasn ayl jo Bulures] EVN
“Bale S|y} Ul S9Sed Moys pue suofejuasaid
aziueblo ‘sys|| [rew poddns ‘“eissny ul eale AB1aua pue saisAyd Jseajonu sy ul 8IS gap uoneulwassIp ay) aleladQ ZvN
'$8|01 3393
‘NIHUN UBISSNY 10} SHul| [euoireusdiul apinoid ‘eissny uj Jauad uonelado 3lomiau 1sabieT "plom ay} Jono BISSNY MOJSOA‘,,3INMISU|
s109foid pue sjuawadxa Jeajonu Auew ul Buitedioied "eissSny Ul ydseasal JeajdnN Joj uoneziuehio [ejuswuidanoh pea vz T IMDdY | Aoreyaunyy, 81U Yareasay ueissny v
109fo4d | 108l0ud . \
wni1Josuod ay} ul sajod 21419ads pue (39uUa||99xa Jo Sp[al} 'a'1) uondiiosap 1oys INE] 121u9 Suiptous (Anunoo *Aid ‘uoneziuebio) Jaquinu
areq areq wedionred aweN juedinied juedionied

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




212 Jo ¢T abed

syuauodwo) Bununoday pue Buloluoy jo uonelado pue JuswAojdap ‘uoneidepe ‘wawdojanaq : TVS

‘3393 01 suoneoldde jo uoireidepe pue Loddns 1asn ‘sadlnIBS

reuonesado ur aousuadxa apim su Aldde im 3 'siasn [euisnpul pue [e216ojouydal ‘oiiuBIdS 0] SIJIAIBS BuijiomiaN
feuoibay pue Bunndwos ndybnosyl ybiH ‘Bunndwod sduewlopad ybiH ul SaJIABS [eluOZIOY Sapirnoid YOSTID

ve

vOSs30

ureds
‘ejaisodwo) ap obenues ‘eoles ap
ugioeindwoaladng ap onudd "X'V'S

SS

adoin3 1samyinos Joj wea] suonelado dnyoeq ay) uni pue sanbiuyoda) [euoiresado Jo aoueinssy Alen TvS
‘Bunndwo) puo pue AydeiSowre|y UOISSIWLT UOIISOd S9PN|oUl YIIYM ‘UOITRUILUSSSIP pue

Jajsuely ABojouyday uawdolaaap ABojouyoal Jo oljogiod a|qIxaly e surejurew 1| ‘swalsAs uonisinboe eyep pue juswdinba
uolssiwsuel} eyep ‘siossasold pappaquia Buipnjour ‘saifiojouydssl uoneluswnasul pue soisAyd ajnsed uo sasnodo} di

ve

din

febnuod ‘eogsi
‘se|nojued op [ewswuadx3 eosiH
8 opdeluswnnsul 8p ougreloge]

¥S

oeqpaaj) 1o} sweal Bulurel) 18410 3y Yum

uopoeIBIU| “WNIosuoDDg pue sisuued 90y 8yl Bunanod euebing pue eluewoy ul suoissas Bulurel) apinold (VN
S9|qelani|ap a8yl Joj uoewlolul [eonsnels

pue [euonelsado Aressadau ay [je apiaoid [IM "DOY PaINguisip 8yl jo uoiresado yloows ay) Joy sisuped 33S Jayio
a3yl pue | INYO yum Bunoesaiul 1oy ajqisuodsay "ainionnselul 3393 ayl Ol SIBJUSI S8IN0SaI IYD0Y Jo uonelbajul
pue slasn [e20| 8yl 01 uoddns "eluewoy ul uononpul 82Inosal pue uoddns Jasn [euoneu Joy djgisuodsay TVS
"SalIAIOe UORUIWSSSIP

pue Buiuresy Joj uoddns [eso -anua) woddns pue uoneladO [euoibay a8yl Buiesado JINHO yum uoneiadood
ul eluewoy Joj anua) uoddns pue uoireladQ [e20] UO SNJ0H “(PUDHOY) WNILIOSUOD PUO UeIUBWOY JO J0Teulploo)

ve

101

elURWOY “Sareyong
‘solrewolu| ul wswdoanag
pue yoseasay loj amIsu| [euoleN

€9

“)oeqpaay 10} SWea) Buiurel) 18Uy10 8yl Yim uonoeIalu|

'OV 8y} Ul sdnoib 1asn Jaylo 01 UsY) pue s1esn d3H 8yl 0 1Sy ‘[SRIS| Ul SUOISSas Bulurel) Jo sales B apInold (VN
Ssa|gelaljap 8y} 1o} uonewloul

[eonsnels pue jeuonelado Aressaosu ayl | apiaoid (M "DOY paInguisip sy jo uonesado yioows sy Joj sisuned
33S Jay1o ayl pue [INYS yum Bunoelsiul 1oy djqisuodsay ‘ainonasesul 3393 8yl 0l SISIUSD SI2UN0SAI Y| JO
uoneiBalul pue siasn [edo] 8yl 01 Moddng ‘[aels| Ul UonINpPUI 82IN0sal pue Joddns Jasn [euoieu Joy a|gisuodsay TVS
"SalIAOe parejal pub Jo uoneuIPIo0d pue sjoadse [ealuydal 1oy a|qisuodsal aq |m eyl ‘NIHN So.IS| ‘DDNI aYl yum
18y1860) (DY|-pUD dlwapedy |skis]) uolreloge|0o pub uelsels| Buireuiplood |geis| ul AIsisAiun Jofew e si Ny.L

ve

nv.

|9eIS| ‘NIAY |91 ‘AISIBAiuN AIAY |91

[4S]

‘sdewpeol pue siaded alyM ainjonniselu|d Jo sauas e Jjo uononpoid ayl pue dnoib uondspjal ainponaselu|d

ueadoin3 ay) Jo uoneziuebio ayl ybnoiyr Areroadsa uonelsadood jeuoneusaiul uo Auaioe 19afoid uoddns | INHO GVN
‘sjuswanoidwi pue 3oeqpasy 1o}

sJauped [enuad pue J3S JSYI0 Y YIM UOIORISIU| “[ellafew Jasn pasueApe 0} A10Jonpoaul Wolj S9sInod pue [eualew
Buiuresy ayy Jo uoneZI[EI0| PUB UONINPOId "UOIBaI BY} Ul SBIIAIIOE UOdNPUI pue Bulures sy} J0 UOITeUIpIo0d [[eIdAQ VN
"suoniuyap YIS 01 uonediied : Zys

"Alrenusd DINO a3 pue sO1D dyl yum

pue (eluewoy ‘|aels| ‘snidAD ‘euebing ‘a929a19)) uoibal syl ul sisuped uononpul 82inosal pue uoddns Jasn jeuoneu
yum uoneladoo)d ‘929319 Ul UORINPUI 32IN0Sal pue uolbal ay) ul JuswAoidap alema|ppiw |eIaA0 1o} d|qisuodsay
‘uonelapa} adoin3g 1se3 yinos Jo Jajuad uoddns pue uonesadQ [euoibay paINguISIP 8Y) JO JOFRUIPIO0I |[BIBAQ TVS
“}I0MIBU BUOgMde( UoIeINPT pue Yoleasay [euoneN

3y} se ||am se ‘suayly Ul ylomiau eale afelols pue Jalsn|d [enuad ayl BuireladQ ‘22104 skl pUOSe||oH J0 101eulpioo)

ve

T

13INYO

929319 ‘suayly “IomiaN
ABojouyoa] pue yoleasay XaaI9

TS

WINI11I0SU09 8y} Ul S8j0J 21j198ds pue (89Ud||199X3 JO Spal) 'a°l) uondliosap 110ys

109loud
11Xd
areq

109loud
JEMIE]
areq

awreu lioys

juedionied

(A13unoo ‘A119 ‘uoneziuebhiQ)
aweN 1weddired

Jaqwinu
edioied

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




212 Jo GT abed

. . . . ‘Aun VSN uosipeiN
Bunsauibua-al arema|ppiN 3393 "94uad JuawdoaAsp alemalppiw Buipes| apIMPLOM (TVH (L Uosipely | - weisks UISUOISIM 1o AuSIBALN
"1980.d Jopuo) ay: jo Jaupred peaT vz T -UISUODSIA\ | @yt 1o} sluabay Jo preog ayl 29
abueyoxa ABojouyoal
areyll|ioe} 01 SaYS 39T USIA pue ‘S[eloln] pue sreulwas Juasaid ‘sbunaaw [eaiuydsal 3393 ul aredioied e
(#00g) waisAs aremyos 3393 Jo ubisaqg .
‘alemyos 3393 Jo Jusawasueyua Alfeuonouny pue Buixy bng e
‘3393 Ul 1 dA 3y jo Bunooys ajgnosi pue JuswAojdap ay; Hoddng e
‘1|00 ereq [enuiA auy) Joy Anjioey Bunsal | dA onuejesuel) e ajesado pue juawsajdwi ‘dojorag e
:$9J01 3393
‘gepu pue ‘puoereq
‘90ua19S3 N Buipnjoul suoneioge||0d [euoireulalul ul dduauadx3 ‘3933 Ag pasn ABojouyda) pus) 3109 jo JadojpAag
“(LAA) IiI00 L Ereq [eNMIA BU} pUe (Z19) @NAI00L SNgo|D 8y} JO si1adojaAsp auy}
JO BUO S| puUE BIemMa|ppIW PLO JO Juswdo@Aap 8y} Ul uonniisul Buipes| e S| alNISuUl S9JUBIDS UONBWIOUI/DSN (TVHC VSN ‘vO A3y [op euley
"108l0.d sngoj9 ay jo siaured Buipunoy om) ayi Jo dUQ vz T oSN | ‘eluloyed  wayinos Jo  AusiBAuN 19
‘Bunisauibua-al arema|ppIN 3393 '211uad JuswdojaAap atema|ppiw Buipes] apIMPLIOM TV obeaiyd VSN
"108l04d snqo|9 ay: Jo sisuued Buipunoy om) a8yl Jo BUQ vZ T | Jo Ausianiun | -1 obeaiyd ‘obealyd jo Ausianun 09
‘suoieoljdde [eaipaw puo Jo uonenjeAs pue Huidepalul ‘uoiedlRuapl ayl 01 uoddns YN
‘(018'aaIN®@LL
‘IN-1SI1LNT ‘YNSHA ‘Id3NSIa ‘NLilsadiH ‘ewsodladiH) swweibold 3lomawel4 ueadoin3 pig ayl aouls sioaloid
ueadoin3 jualayip ul paydde uaaq sey asiuadxa siyl ‘iajsuen ABojouydsl pue (018 ‘Buusaulbua ul uoneinwis ‘yieay ureds ‘elousjen
-9) sp|al} [eJanas 01 uoneddde sy pue Bunndwo) pawnguIsiq pue [djjered Jo pay ayl ul asusuadxa abie| sey AdN vz T AdN | ‘elousfep ap ealuddlod pepisieniun 65
‘Buioepaiul uonealdde ur sisAfeue
wa|qoid asneo-100. Ul isisse pue suonesado jusawAojdap asemsippiw 1soy |IIm ge Bunndwo) pasuenpy s,.9avD TVS
*SJUBWILOIIAUS SWAJIX3 Ul 8)l] 10} YdJeas 0} paje|as ABojoiq [eluswepuny
ul yoJeasal uo sasnaoy (ainisu| ABojo1goNsy YSYN Ul 01 paleldosse ‘gyD) e1bojoiqossy ap 01jud) S)| "SIUSWUOIIAUS ureds ‘pupep ‘eloedsaoiay
feuonndwo) asuewlopad YbiH ul 8duauadxa pue adedsolae Ul SanIAIOR 3109 yum amnmsul Areuldidsip-ninw e si v1N| e T VINI | BOIUD9L 8p  [|euoloeN  OINMISU| 8G
*Ajioey erep |aAal-a1Agelad e pue wea) suonelado
1SaMUINOS 8y} 1oy [IM ‘LYINTIO SY} JO UOiRIOge(i0d yim ‘(Dld) UOISING BIBIUSID QI0BWLOMIP MOd SH TVS
‘uoifial 1SaMYIN0S aY} Sa1eUIPI00d
3v4| (puossosd ‘puoereq ‘Bunndwod Jaisnid ‘saainos 1ybl uosolydsuAs ‘Aydelbowwrew loj sio1oa1ep |axid 6a) ureds ‘euoj@oreg
lajsuen) pue uonesouul ABojouydal ul saniAnde Jo oljojiod ajgixaly e Bulurelurew ajiym saisAyd ajonsed uo sasnooy Jy4| vz T Jy4| | ‘saiblaug sayvy,p BIIS|H dp INASU| 1S
‘sdewpeol pue siaded alyp\ a1n1onisesu|a Jo sauas e Jo uononpold ayy pue dnoib uondajyal ainonisesu|d
ueadoin3 ay jo uoneziuebio ayl ybnolayl Ajreroadsa uoneladood [euoieusaiul uo AlAnoe 108foid poddns SiHIpaY -GVYN
1 SIMIPaY ‘NIYN usiueds ays jo uoiredionred ay) WOy SWOD SBIAIDE JBYI0 OM} 8L
‘Juawabeuew QA pue 92IAIBS V)
Anjigejrene ybiy ainodas e apinoid [jm reinaosndio) BIISIH ap 0INJISU| BY) pue eugelue) ap eaisiH ap onisu| ayl -TvS
'sojwoaloid pue solwouab Joy suonedldde uo SYND Yim areloge||od |jim eibojoudalolg ap [euoloeN 01uad ayl -vvN
‘PUDOSH| ‘@Aireul pub ysiueds sy} JO 18J0WOold "Sease JusIdS ureds ‘pupep ‘seaynuald
[elanas ul suoneoidde pue (puossol)) siosloid pub ul aousuadx3 -ureds ul 8INISUI Yoseasal dynualos 1sable vz T 2ISD | sauoioebnsanu| ap Jouadns olesuo)d 9G
109foud | 109f04d | sweu o f11m b
wni1Josuod ay} ul sajod 21419ads pue (39uUa||99xa Jo Sp[al} 'a'1) uondiiosap 1oys INE] 121u9 Hous (Anunoo *Ad ﬂo:ﬁ_cmm_ov Jaquinu
areq areq wedionred SleN juedidied juedionied

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




212 10 9T abed

FERIVES
payoums pue d| pasjuerenb jo uoneiuswaldwl 8y} Ul paAjoAUl osfe sI JINVYA ‘FIDT J0 spasau syl Ss1eaw siy) Teyy
alnsua |IM JINVQ "aimonaselul Buloyuow urewopiaiul jo uswAojdap pue ubisap ayl ul panjoAul St JINVA PVHC

‘adoin3 ur ,sa1nsul [enuiA,
pue salolelode| [enuiA, JO UOIONPOIUI BY) 10} Sised ay) syuasaidal 3| "[9A3] SIYl 18 saiiAloe Juswdojanap pue yoseasal
10} painbal 221AI8S J0 ANfend 8yl pue yipmpueq syl SIS0 eyl auogxoeq ssejo-plom e yum wayr Buipiaoid Aq
abels [euoireusaiul ue uo a1adwod 0} SisUBINS ueadoing sajgeud YIoMIau yareasal ueadoing-ued ay) ‘jeyaq Jisyl uo

YN ‘ebpuqued

$92I1M8S Buiiomiau [euoneusaiul sabeuew pue spiing ‘sueld 3 “Bupiomiau yoeasal ueadoin3 jo Juswdopaap Buiobuo ‘panwi]  adong o1 ABojouyos)
BU} Ul 9AIOE S| pue ‘SYJIOMIBU Yydleasal ueadoing jJo suoiresausb aANdasuod Inoj 1o} ajqisuodsal usag sey JINVA ve T JINVA | YomisN pasueApy Jo  Alane@ 89
"SWIAISAS XNuij-uou pue 10399A ‘|3|eted 1o} Loddns Jasn oyoads :suonelsado pub TS
's8|01 3393
109f04d 1°pUS ueIR) BY) JO
SIS Pag-1Sal ay) JO BUQ 'Salrelq] dIRUBIdS |9)[eled yuawdojaAap aremalppiwl Ul 9duaLadx3 "als Ulew ain1oniselul ayl vz 1 elfey| ‘ljoden ‘.|| 0oUapa4,
10 BUO SI1S0Y 1] "YydJeasay pue uoieonpd 1o} AnSIuly uelfel| ayl Ag papunoy Ajjuadal 198loid 1DVdS ayp ul Jauned aAnoy eNiun | fodeN 1p 1pms  1fep  euslenlun 19
"SWIAISAS XNulj-uou pue 10393A ‘|9|eted 1o} Loddns Jasn oyoads :suonelsado pub TS
'$8|01 3393
Juswdojanap arema|ppiw Buiioddns 0alold ueadoin3 gqepuo
ayl ul Jauped urew sI ‘apou ]1DVD/IANSI @yl ybnosyl ‘swyiiobie Buinpayds ‘speuod pub pasuespe ‘uswdojarap
alema|ppiw Ul aouauadx3 (ABojorewnD pue ‘soiewlojulolg  ‘SWRISAS uOReBAISSqO  YuWeT 1o  SusWUOodIAUT
puo oliwreuAq) syaloid uoneoydde pue juawdojanap ABojouydal pUD [BIBASS Ul PBAJOAU| "SB)IS Ulew anioniiseljul ayl .
JO BUO SISOY | "UYoIeasay pue uoieanp3 Joy ANSIUIA Uele)] 8y A papunoy Ajjuadal 198(0ld 1DVdS Uy Ul Jauped sy vz T El[el| 80997
amuN | ‘90097 Ip  1pMS  1fep  ensiaaiuN 99
"SWIAISAS XNujj-uou pue 10393A ‘|3|eted 1o} Loddns Jasn oyoads :suonesado pub TS
'$8|01 3393
"108(0u4d 3'pUD UellR)| BU) JO SBYS PAQg-1S8) U} JO BUO S| pue SIS UlewWw aIN}oNJISselul ay} )
JO BUO SISOY )] "ydJeasay pue uoresnpd Joy ANSIUIN Uelel] ay) Aq papunoy Apuadai 198lold [DVdS oy Ul Jauped aAndy vz 1 elfe)] (SO) apuay Ip eredenedly
[eoiun | ‘edqered ejidp Ipnis 1fap eusIBAILN 59
* s19indwoo-1adns |9jjesed pue 10109A Joj Loddns Jasn oyoads :suonelsado pub TS
's8|01 3393
‘als (swoy) neosely
1 YS3 Yum uonelioqe|j0d ul adepaiul sngolb Buisn 10afoid puoeieq 01 paxull Apuaund s giy¥o SIylL ainjoanyose
ardo-vaN3g ul payul ( sNddD 00€ noge) siaindwooladns |9jesed pue 1010dA [elaAds sey YAN3T (saus 1) Arel . .
ur painguisip s uonesiuefio ayL "Ansnpul o Jajsuel) ABojouyda) pue yareasal o) pawre uonnmsul algnd uerpey| abre vz 1 elfe)] ‘ewoy ‘aslquiy,| @ elbiaul|
vaN3 | ‘albojouda) anonN 9 Jad a3 ¥9
‘AiAnoe yoeasal juiol Ayunaas ayi Joy Aljiqisuodsal jofew Buppel pue Buibeuew ‘Jauued Buipea :gvHr
109lo.d
puoereq ueadoin3 ayy ul Jauued Bunnguiuod e si DAad ‘Andas Jsindwod pue Bunndwod pub ‘Bunndwod speos abie|
Ul 92Ud|[99xX8 JO pi02al uanoid B sey DAd ‘Bunndwo) 1o} ainjonisesu] [eUOEN YSIPAMS a3yl Ul 8ls DdH dlwapede (0ad) sseindwo) |9|reled Joj 1oua)d
1sabre| ay) pue Alunwwod dlwapede YsIpams ay) Joy uoneziensia pue bunndwod asuewlopad-ybiy 1oy anuad e st Ddd vz T HIM | - ABojouyos]l jo amnmsu| [ehoy €9
109foud | 109f04d | sweu o f11m b
wni1Josuod ay} ul sajod 21419ads pue (39uUa||99xa Jo Sp[al} 'a'1) uondiiosap 1oys INE] 121u9 Hous (Anunoo *Ad ﬂo_%N_cm?Ov Jaquinu
areq areq wedionred SleN juedidied juedionied

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




212 1o LT abed

>sel S|00)

onsouBelp pue Buuonuow sduewlopad 3lomiau pue Ysel UoleAIasal pue uonedo|e yipimpueq o) uonediomed : yyHr
‘sdewpeol pue siaded any 84nonselulS Jo Salias e Jo uononpoud ay) pue dnoib uonosal

aimonJseljuld ueadoing ayl jo uoneziuebio ay) ybnosyy Ajeroadsa uoneladood feuoneuIdIul U0 SNJ0J [|IM YYD SN
"198UUODpPaWNg pue | ¥IS9319N9 ‘INVID Buipnjoul s1oafoid N3 Auew ul paAjoAul SI |

"SYIOMIBN Y2Jeasay apIMpIOM JaYl0 ay} 0} pue 3IomiaN INYIO 8y} 0} 99IAI8S

UONO3UUODIBIUI PUB B2IAISS Bpguie| ‘92IAI8S YIOMIBN puegpeold e sapiroid 1] ‘auogoeq YYD 8yl 01 ANARISUU0D

yum Ajunwiwo)d yoseasay pue dlwspedy uelel ayr sanddns ) ‘NIHUN uelel seressdo YyYO wniuosuod ayl ve T VO Alel] ‘Bwoy ‘Yyvyo wniiosuo) 0L
‘sdewpeol pue siaded alyAn 81n1dnJISeluld Jo Sallas e Jo uononpoid ayl pue dnob uonods|yal ainoniselu|d
ueadoin3g ay) jo uoneziuebio ayy ybnoiyr Ajrerdadsa uoneladood [euoneussul uo Ananoe 10afoid uoddns N4Q -SVN
uawdolansp Sa2IAIBS YIomiau (AAinoe [e1oads) yvd Auewlso ‘uileg
‘Juea9 01 Aj[edlIoads ‘syIomIBu Yoseasal apim plom ayl o} wayl Bunosuuod “A'@  saziausbunyosio4 uayosineg
pue sge| yoJeasal pue sanisidAlun Jofew (e Bunosuuod ‘Buppiomiau yoreasay Joj Auewlsas ur NIYN 8yl s N4d 74 T N4Q | seuil®  Buniapisod4  Unz  UIBIBA 69
109foud | 198foud | sweu 1ioys fain ¢
wni1Josuod ay} ul sajod 21419ads pue (39uUa||99xa Jo Sp[al} 'a'1) uondiiosap 1oys INE] 121u9 oEczwormmb_wﬂmﬂﬁ_u%_mwm_.cmm_ov Jaquinu
areq areq wedionred N1 fonted juedionied

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




2Tz Jo 8T abed

Aaxin] ‘erexuy
‘19]uaD UOIBWLIOU| pUR YI0MIBN

131UaD UoeWLIoU| pUR 3IOMIBN JIWBPeIY YSBIN ‘AaxINn JO [1IDUN0D YdJeasay [ediuyda] pue dnualns | MvLidnl SILBPEDY YSPUNL ASYINL 10 |IUNGD)

yoJeasay [ealuyda] pue dinualds

"S1asN [e10JaWWOd pue JIWAPede 10} SI3ISN|d-Od a[eds abie| sarelado pue s)onnsuod JSN Bunndwod uononpoid anua) Jaindwooladnsg

a[eos abilie| ul 9aU8||99X3 JO pJodal yoel) uanoid e sey DSN "Bunndwo) Joy ainjoniiselu| [eUOEN USIPaMS 8yl Ul S8MIS pes| ayl Jo auo Sl DSN nr feuoneN- Ansianiun Buidoxur
"adoin3 o 1Sal ay) pue AemION Usamia(q ‘Suoidauu0d paredlpap Joj Anjgissod yim '900Z-£002 pouad ayy ul Aoeded ylomau

asealoul 0] ade|d ul swwesbold e sey 1| 1BUNAYON 01 ANAIdBUU0I sapiaoid pue (wea] asuodsay Aouabilaw3 Jeindwo)) 143D ‘uonensibal | 113ININN AemloN ‘wisypuoil ‘1 13ININN
aweu urewop ‘sylomiau sabeuew 3| - ABMION Ul SYIOMIBU BIep Yareasal pue [euoiieonpa [euoiieu ayl Joy ajgisuodsal ayi st 1 1ININN
s1a1snjo-Ninw pue g9

‘swiaisAs panguisip uo sjoafoid Buiobuo jo abues apim e are a1ayl Apuasald /86T @2uls uo Bulob usag sey swalsAs |a|jeled pue pamnguisip 301N AemloN ‘soswol] Jo AlsIaniun
01Ul YyoIeasay "ainjoniiseljul yaseasal [euoeu ay Joj uoddns Jasn pue sa2inosal DdH Buipinoid sanuad DdH uelBamioN 7 ayl Jo auo si 1IN
OH1 wou} erep Buissasoid 1oy pub adAioloid e Buiysiigelsa Jo [eob ayl yum 109foud pusnpioN ayl buiedionied

Aj@nnoe si saIsAyd 4o Juawuedad ayl "WNILOSU0d YNLON 8yl Ul saniAnde puo sabeuew Apuaing 1| "SaISIAAIUN J18Y10 331y} 8y} yum Jayiabol on AemIoN ‘0[SO 11918)SIaAIUN
AemioN Ul auadeId\ DdH [euoireu ay) Bulysligelsa ul PaAJOAUL USag OS[e Sey Jaluad ayl "€66T 99UIS S92IN0Sal DdH [euoireu suni OIN

"SWa1SAS [euonipel] Se [|am Se palalsn|d uo swalsAs Bunesado paisniy pue piepuels Yyioq yum asuauadxa 4 \ %6
w3} Buo ‘abeiols erep paxyiomiau pue BuiuNoIIe ‘UoneAISIUILIPE J9SN Paseq [enuapald painguisip Jo abpapmous Yidap-ul apnjoul aouauadxa NNLN EMION “LUISYPUOLL “ADOJOULDS L
118y *8injoniselul yaleasal [euolreu ay) Joj yoddns Jasn pue sa2inosal DdH Buipinoid s191uad DdH uelbamioN 7 8yl 40 auo s NNLN PUE 80UBIOS JO AusianUN UeIBamIoN
‘uoieloqe||09d [euoireulaiul \

S9]RUIPI00D puUe Sajell|ioe) pue uoireulwassip abpaywous o iod awud ayl s1 | -ainjonnsenul pub reuoneu ayl suoddns pue siaisnjd Od pue 40N | . d SPUBHSUISN mMmI usg

SwialsAs abelols ssew ‘siaindwiod-1adns [elanas sabeuew 1) ‘spueayiaN ayl ul Bunndwod oyiualods Joy sanijioe) Jandwod ay) sapinoid 4ON USHSHIIBLSINGWIOD S[EUOREN buluols

‘BueaulBua-al— aremalppiw uo ‘N4N| YIM uononfuod Ul ‘SIom |jim oym SISRUaIdS Jamndwod Jo SISISUoD wea) Leg 1 021udalljod 8yl vdi1od ‘weg 1 ow__Mw_&____Mw

'pub ay1 01 suonealdde adualds-011Se ‘N4N| YIM uononfuod ul ‘aresBiw |im 1] “saisAyd-owsod pue Apey| ‘awoy

soisAydouise aoeds ‘Awouonse-olpel ‘Awouoiise Jo spialy 8yl ul yoseasal [edalbojouyda) pue oynualos Buiwiouad uonnmsul agnd ueley| abie JvNI ‘e2IS104ISY 1d d[euoizeN oINIs|

‘Juojjody ounig "Joid SI Japea ‘Bunaauibua-al aremalppiw Ul N4N| YUm a1eloqe|jod Arey

Im Aayl ‘Buiuwrelbold pajuanio 193lqo ‘sabenbue| [euonduasap gol ‘Aundas erep quawabeuew aseq elep ealweuAp ‘sadines g3M 3393 IINN | ‘OUBIAl “edewlou| oue|IA Ip BUSISAIUN

J0 2do2s ay1 Yyim pajoauu0d spialy yoreasal ul panjoaul Aldasp ajdoad oiwapese Jo paIniiisuod si wea) (JNN) eo1rewioju] oue|ijAl Ip BUSISAIUN YL quawredaqg aduaios Jaindwo)d

018 ‘a1y¥9 ‘syui-oipes ‘sondo-1aql ‘WY a|durexa lo} ‘saibojouydal pasueApe ayl Jo 1Sow Ul aduauadxa palinboe \ \

sey 19N3 3 'SaInyIsul pue SalISIsAIUN YIm uoireladood ul Ino paised Buiag ale syaloid JuswdojAag "ainynd pue uoieaNpa ‘@aualiods Jo Iomlau 19N33 EIUOIST MUEL IOMISN

Jamndwod ay) Buidojanap pue Buiyeuipiood ‘Buibeurw Jo 1se) ayl YIm £66T Ul paysiigelss uoneziuehio yjoiduou [euswuianob e st 1laN33 UoIeSSSY pue [EUOREINPI UBIUOIST

SIND JO IX8IU0D BUp Ul Allfewilid “spagisa} puo Buiuuny q1on e >:o£:m_.w_wm%u“ww M_M_M\Mﬁ

. wniBbjag ‘UsANaT ‘MzA wWNiua)

suoielado pub o0} parelas Buoyuow xiomiaN (s108foid | S| snoiaaid ul JusWBA|oAUL Buoils) Sylomiau ul SO0 3N COIOI{AZ-0IIIN JIRNSIBALNIBI|

‘suoiresljdde pub pue juswAojdap pub ul asiuadx3 a1n ‘sjossnig ‘saljaxnig ap 21qrT QMMW__NM

yuswAoldap puo ‘(swuawdojanap Bupjiomiau mau quawAojdap) BupiomaN 13N13g wnibjag ‘13N13g

3Jom Jo swwelbold ayl ul PaA|OAUl SBINMISU| YdIeasay
awreu (A13uno9 ‘A110 ‘aweu)
WwNIosu09 ayl ul sajoJ 21319ads pue (80ua]|99%a Jo spjaly 'a'1) uondliosap 1oys 1oys uonesiuebio

19e11U09 3y} Jo Aloteubis Jou aJte 1ng 198loid 8yl 01 BulINgIIIUOD 348 YdIYM S8131Iud 8y} Jo 1sI7 :qT a|gel

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

¥00¢/10/6¢

€€8809




212 10 6T abed

‘'SIdl pue SO2I SOl 909319

yum uoiresadood ul ‘TyS ANAnoe Ul paquasap Se ‘g Ul ainjoniseul 3393 Ul apou Jaisnio | INYO Jolew ayj Jo uononpul ayl 1sisse ‘suayiy ‘ sounjowsaq, yoleasay

JIim souowaq -193loid pubssolD Gd4 ayi ul uonedionied aAnoe yum amnlisul yoreasal Jofew pue Jauued pubse|iaH e sI souowaq AON3d 21JIUBIDS 10} B.1UdD [euoneN
'Sid| pue soujowsg

yum uonresadood ul ‘“TyS AlAnoe Ul paquosap Se ‘A Ul ainjonaiseljul 3393 Ul apou Jaisnid | INYO Jolew ay) Jo uononpul ayl 1sisse 999319 ‘suayly ‘SwalsAs Jaindwo)

[ SOOI "s198lold ainjoniiselul pue alema|ppiw pUD Gd4 ul uonedioiued aAlsuaxa sey SO (WNLN) Suayly jo Alsianiun [esluyosa | S92l pue uoIEdIUNWWOYD JO 3INNISU|
feuonenN ay: jo (393) Buussuibuz Jeindwo) pue [IL109]T JO UBWURdS 8yl YIIM pareldosse alnuisul yoseasal lofew e st S|

Aunwwod sanewlojul-oig %8319 ayl uo siseydwa yum ‘(uonanpuj EREEN)

pue Buiures] Jasn) €¥N Ul UonNQLIUOD "SdirewIouUl-01g puUS ul uoiredioned aAnoe yum aniisul dlwapesy Jofew pue Jauued pubse|aH 1on ‘euluueo| ‘euluueo] Jo AlSIaAIUN

. (eale sened) OOY PaNGUISIP LINYO Jo uonesado S 929319 ‘seljed ‘seled Jo AlSIanlun

8y} 10} TVS Ul [1D yum uonesadoo) -s1oafoid 44 puo ul uoiredionred aanoe yim anisul dlwapedy Jofew pue Jauued pubse|aH | vd1vdn
ANAnoe TS ul paguIsap SI SIyl Se 9T|A Ul ainonisenul 3393 . .

3y} 0] pappe aq ||IM YdIym ‘selred Ul Jajua)d 92i1nosay pubse|joH ayi Jo JoresadQ "sedred Jo Alsianiun yim uonesadood ui ‘(eale seljed) 11D 900219 'seired ‘ainmsul Abojouyos L

JaIndwo) Jlwspedy yoeasay
204 1INYD painguisip ayi jo uoneladQ - s10aloid yoseasal ul aoualadxa pue uonedioied saAISUSIXS YIM a1nisu| yoseasay Jolep
"AlAnoe TS Ul paguasap SI SIYl Se 9TIA Ul 8inioniiselul 3393 ay) 01 pappe a4 ||IM YdIYM ‘I{IUOjeSSay L Ul J8jua) 93IN0Say

pubse|iaH ays jo Joresad *(TvS) (eare pjiuofessayl) D0 1INYD panguisip ayl Jo uoiresado ay) 1o} eIUOPaJBN JO AlISIaAIUN 993319 ‘Djluofessay

yum uoiresadoo) *(saLuN0d 1se3 Yinos Jaylo Ajjenualod pue 893819 10)) DOH 1INYD ayl Jo v pubse|iaH ayl Jo uoireiado ay) 1oy HLAY ‘Dluofessay ] Jo AlsIanlun a101SUy
a|qisuodsay (vD) Auoyiny uonesyiua)d pubse|eH ayi bunesado 198foid pubssosD ul uonedidied aAlde Yyum a1niisul djwapedy Jofey

(TVS) pjluofessay] Jo Alsianiun a10I1suy yum uonjeladood ul syoadse Ajunodas EREEIR)

ainonaselul pubse|jaH Jo} a|qisuodsay ‘sanssi A11IN2as pue SadIAIaS AI0JJalIp Ul 92UaLIadXa SAISUBIXS YIM 31nlisu| dlwapedy Joley Nv393v ‘solAs ‘ueabay ay jo Alsianiun

"(TVS A1Anoy) H1HO4-SDI1 yim uoneladood ul 8181D-uoljoeldH Ul D0 1INYD 50N 990019

pamnquisip ays jo uonesadQ -Bunndwod |ajfesed ayy ul 9ousadxa aAISUSIXS Yum Jauled pLBSe||SH pue anisu| dlwapedy Jolep “UOI[ORIBH D191 10 AUSIBALA

. 929819

Aunnoe Tvs ul uon:.omo_o SI SIy} se 9T\ Ul 8injonJiseljul 33953 8y} 01 pappe a( [|IM YdIym ‘a1a1d-uoljdelsH HLYO4 ‘UoIjeIaH ‘se|jeH ABojouyoa

ul 181ua) a2Inosay pubse|iaH ay} Jo JotesadQ ‘81210 J0 AlsIaAlun yum uoiresadood ul (eare a1ai)-uoljoeiaH) D0 1INYD painguisip vl DUE j01easay 10} UONEPUNOS

ay} Jo uoiresadQ - ( aremajppiw pue ouge)) s1oaloid puo ul aouanadxa pue uoiredionied SAISUSIXS UM 81NISU| Ydieasay Jofen _s0uaIS JaNdwos Jo aIisul

SVN AIAOB UIyim uoneonpa pue Buiuren uo Yy41vN-NM yoreasal

YU 3IOM [[IM pUR ]| punotesasinod Bunnoaxa pue Buuedald ul aousuadxa Buo| e sey (juny xapulysiBuaaiauabpp oiun'mmm//:dny) D«INN OxINN up eUONBINPS 10} 811U | | ysiueq ayL

"191ua) suonelsadQ [euoiBay YsIpams sy} Ul SSIIAIIOE S} SPJemo) a1ngLUIUod ||M pue ‘JINS 1a1uad elaW Ysipams ay} ul jauyed uspams ‘AIsIaAlun pun ‘@ausIdS

© sl DYVYNNT “Ansiwayd reuoneindwos uo siseydwa ue yum asuaios [euoireindwod jo suonesidde ul piodais yoely buons usaoid e sey DHVYNN YNNI [euoneINdwo Joj 1I8luad punT
"191udD suonesado

[euoifay YsIpams sy} Ul SSIIAIIOR SY) SPJeMO) 3INgLIL0D SN [|IM pue “*DINS ‘191uad elaW Ysipams ay} ul Jauped e st NZDdH 'S221n0sal NZOdH uspams ‘Ausianiun eawn ‘YUoN

feuoneindwod ye ayl Jo ajess jo uoisinoid pue Bunndwoo gjrered 1oy swyioble jo wawdo@Asp ul asiadxa Buipes| wiai-buol sey NZOdH J91aD Bunndwo) asuewlopad ybiH
Ansnpui 01 s)nsal Jo Iajsuel) ay) pue sanbiuyoda) uonisinboe

Buibew eaipaw mau Jo uonepifea pue jusawdojaaap ‘ubisap ayl ul panjoAul sdnoib yoreasal feuoneu ysiueds ajeuipiood pue ajowoid 0} 103loid eni Aurepowninii pue buibeu| 1ejnos|oN

suoneoldde reaipawoliq pub jo uawAojdap ay: 01 uonedidied "yieay ul ABojouydal pub jo abesn ayl arowoid 03 UoNeIDOSSY I._..ﬂ_“_,o_w_m_w uoleId0SSEe plUDyleaH

Kaxin] erexuy ‘181ua) uonewlo|

3}I0MIBU BUOgMde( UoedNp pue Yoleasay feuoneN ay) Buirelado pue aaieniul pus-y1 ay} Jo loreulpioo) DINVL DUE }IOMISN JILUGPESY USBUN L

aweu (A1nunod “A110 ‘awreu)
WiN1110SU09d 8y} Ul Sa|0J 214198ds pue (80Ua]|99%3 J0 sp|aly a'1) uondiiosap 1oys 1oys uonesiuebio

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

¥00¢/10/6¢

€€8809




212 10 0z abed

OH1 8yl 10} a11uad g-1an [euoibay uopuo s JN ays Jo JuswAojdap pue JuswdojaAap ay) 81euIplood TVS
"9/eMa|ppIW 82UBIDS-9 PAJUBLIO-IIAIBS |9AJ)
-ybiy Jo Juswdojanap ays si uonesiferdads Yyoreasal s,90ua) ay | ‘suonedldde 43H indybnoiyi-ybiy Joy poddns ajdwexa Joy ‘s1oafoid
99UB19S-9 9AIRIONR||02 JO abuel BpIM B Ul PAAJOAUL SI puB pUS YN ayl Jo} Hoddns swiaisAs pue aulydew sapinoid anuad ayl -ureig 3N ‘uopuon]
0 1se3 Yinos ayl pue uopuo ul Aprenaited ‘saniAioe adualds-2 ajowold pue dojaasp 01 Aljiqisuodsal ay) sey aua) ayl -swwelboud ‘auIoIpa pue ABojouyda |
ABojouyoa | 810D 99UBI9S-9 |1 A/DHSdT 9yl ul saua) feuoibay ybia ay Jo auo si 863]j0D [euadw] e a1ua) 8UaIIS-d UOPUOT YL 121 92U319S Jo 9b9j0D [euadw
DH1 @Y1 1oy 211uad g-1an [euolbay UISYUON S.MN ay) Jo 1uswAojdep pue JuswdoidaAsp ayl Jo Uoleulpiood TVS
109l0id 4149 G dlomawrelH ay) ul siauued yum
JHODINN pue sngo|o Jjo uonelbajul Buidojanap are apn "OHT 3yl Joy swwelboid juswdojanap pub ayr ur pabebus Ajganoe si pue pub
92UBI9S-3 YN 3Y] JO SBPOU 8109 N0} Y} JO U0 SISOY ANSISAIUN BYL "I181S8YdURIA e paseq Sireyd-0d 499 9 Yyim 499 ul ajol Buipes)
e Aeid apn "uonezieNnsIA pajgeus-puUS pue plS JNUBWSS Ul 9pIS SJema|ppiw 8yl UO pue 3dusids-a [edlpaolg ul apis suoneoldde N ‘1a1sayouey
3yl uo ‘swsifedads Jenonted sey J9ISayouely B1USD 3JUBIDS-3 1SOMUMON SHN Byl 0] IS0y SI J3Isayouely Jo ANSISAUN BYL ueiNAN ‘181Saydue| Jo AusIanun
DH1 @Y} 1o} 81uad z-1an [euoibay ulayinos s, 3N a8yl Jo uawkojdsp pue juswdojoAap syl aleulplood TVS
‘Bulieauibua 01 ABOJOIg WIoJy SPIBIL) JUBINS JuIaYIP Auew ul are s1oafold sy "siauped Ansnpul pue
SaNISIaAIUN JBY10 YIM ‘s1oafoid 99ua19s-3 aAlreIoge||09 Jo Jaquinu abire| & Ul paAjoAul SI DS0 "DHT 8yl Joy sawwelboid Juswdojanap MN ‘PIOIXO
pub ayy ul pabebus AjpAnoe si pue pub a2uUs19S-9 N Y} JO SBPOU 3102 JN0J 3] JO BUO SISOY 31JUI BIUBIIS-3 PIOXO JO ANSIBAIUN BYL | PIOXOAN ‘pJosxO Jo Alsianiun
"SalAIOR EVN Pue TS Jo Led se eale susyiy ul 8pou pubse|ieH ,,Z aYi Jo s1asn sy Hoddns |m VNN “(av1aIdD ‘VId9) 929319 ‘suayly ‘suayly
s109(oid pajejas puo pue yoreasal ajdninw ur ssusuadxa pue uonedionted aAISUSIXS YIM 999819 Ul a1niiisul dlwapede Jofew e sl YN LN VNIN Jo AlIsIaAIuN [e21UYD3 ] [euoiteN
‘(¥V¥N) sananoe suonealdde ayy Joyuow 03 ueld Asy ) “1aunred pubse|aH e pue 829819 Ul aInjiisul dlwapede Jofew e SI |dINN 1dINN snaealld J0 AlIsIaniun
‘(7¥N) sanianoe suoneoydde ay Jonuow 01 ueid Aay] “Jsuued pubse|jaH e pue 828319 Ul a)N}ISUl dlwapede Jofew e sl gaNy g3any UoISINIQ 80UaIS JAINdW0] 'SSauISNg
T A : : : AT : : pue S2IWOU09T JO ANSISAIUN SUBYIY
“annoadsiad Jasn ayy wolj (Y¥N) SaniAnoe ERINERS
suonesljdde ayy Jonuow [m Asyl 3393 uj “Jauied pubse|joH e pue sadin1as ABojoioa1aN [reuoneN ayy Buipiroid anisul syl st AINT ANZ [e2160]010819|\ [euoneN 2Iud||aH
*D0Y PanguIsIp ays Jo UoleuIpIlood pooh 929219 ‘PIuojessay |
3y} 1o} pLIHSSa29Y JO asn ay) arebiisaAul ||Im 1] “s1asn ealte ay) 03 Moddns Buipinoid ‘(ease piuofessayl) TS Ul DO painguisip 1INEO H1Y3D ‘se||oH ABojouyda | 7 yoreasay
Jo uonesado ay} ul AINGLIUOI ||IM 1] "S193[01d JUBWUOIIAUT UOIRIOMR]|0D [eNUIA Ul JUSWSA[OAUI AR YIM 31N1ISUl ydleasal Jole|y Jo} Jauad
‘AIAnoe TS Ul paguIIsap SI SIYl Se 9TIA Ul ainioniiselul 3393 ay) 01 pappe adg ||l \
. " 929219 ‘PIuojessay L
UDIUYM ‘IHIUO[ESSY L Ul 18)udD 92In0say pLbse||aH aus Jo JoyesadO *(Tv'S) (ease piuofessayl) D0Y LINYD painguisip ay) jo uolesado won BILODAIBIN 10 AUISIOAIL
a2yl 1o} HINV yim aresadood [im NON “s19aloid pub pue Bunndwod [sjjesed ul JUBWSBAJOAUI BARIE YIIM 3INISUI J1WBpedy Jofey Iuopade o Al un
"SaNIUNWWOI 19SN Mau JO uonanpul ayy uo siseydws yum ‘(uononpuj pue Bulurel] Jasn) AAnoe £¥N 2y Ul 19afoid ay) ul 8INgLIU0D ||Im 929219 ‘suayly
11 "saisAydonse pue Awouonse ‘ABojoioaraw ul (s1aylo Buowe) aduauadxa aAISUBIXS UM 899319 Ul 8)niisul yaeasal lofew e sl YON VON ‘suayly Jo AlorealasqQ feuoneN
TVS 10 sa|ge1 8yl Ul paquIosap Si SIYl Se ‘9T Ul Suayly Ul apou ccmmm__mw_._ pud 81 JO UOnONpuUI 81 pue YSY| Yum uonesadood ui eare von | e0sa1s ‘suayy ‘sustpy 10 AISIoAUN
Ssusyly 8yl ul DOY paInguIsIp 1 INHD 8y Jo uoirelado syl SI 8|04 Urew S}| “9993I9) Ul 3INMISUI dlWwapede Jofew e S SUsyly Jo AlIsIaAlun
"TV'S JO S9|qe} 8y} Ul paqudsap s siyl se ‘gTIN Ul susyly
ul 8pou puBSe||aH ,2 B} JO UOHONPUI BY) pue BaIe SUBYIY BU} Ul DOY PaINqUISIP 1IN au} jo uonelado ays si 8|01 urew s “(YNLN) 929219 ‘suayly ‘suoieo)jddy
SuUayly Jo ANSISAIUN [e21UYI3] [eUONEN 3Y) puR SUSUIY JO AlISISAIUN BY) JO (SB2UaIDs [elauas) pue Buussulbul [eaiway) ‘Buussulbul vsvi pue sWwaisAS Buirela)@29y Jo a1nyisu|
J9Indwo) pue [eaL1d9|g ‘SaIsAyd ‘aurdipajn) suswedap XIS Yyum pajel|ie ainisul yoseasal e pue Jauped pubse|aH sI YSVI
‘'soowa pue SOOI Yim uoneladood ul ‘TS ANAIOe Ul pagquUasap Se ‘9N Ul ainjoniseljul 3393 ul apou Ja1snjd 1 INYO Jofew ayl jo Sl ‘suaLY “AI19100S coszhw,Hm_mhM
uonoNpul 3y} ISISSE |IM S1Y| "929919 Ul A19100S UoneWIOojU| JO uoilowold By} SI UOISSIW Urew SH pue Uoinisul paysl|qelss mau e si S|yl 10} o1easay pareiBalu] J0] JAIUSD)
aweu (A1nunod “A110 ‘awreu)
WwiN1110SU09 ay} ul Sa|0J 213109ds pue (82uUd||99%d JO Spialy 'a°1) uondiosap 1oys 1oys uonesiuebio

adoin3 u1 8ouaI9s-3
10} splug buijqeus

OO

¥00¢/10/6¢ €€8809



2Tz Jo T¢ abed

suoneoijdde [edipawolq Jo uoiepifeA sy 0} uonedionred ‘sa1bojouyds10iq Jo eale ayl ul S, JNS JO WNIoSuo)

8ouelq ‘aubewrT-luowlald ajodoig

yoddns jo JapaT ureds ‘elousfeA ‘3dINaH
1oddns jo 1anal Aeyl ‘oasese) ouesawe)d ‘JOIN
yoddns jo Jana Arey| ‘ouniol
‘uonelbau| suonealddy asudiaug

aouel ‘slred

uoddns 40 Jena] ‘al1uad uolreAouu| ueadoin3 YOSOIDIN
yoddns Jo 1ena] aoueld ‘1a1adiuoN NG|

(110ddns jo siana)) suedionred jersnpuj

'sjuawiiadxa saisAyd ABiaua ybiy Jo swaisAs uonisinboe elep "dxa ‘sisAjeue elep [eonsnels dx3 . AsAydreuswiiadx3
-Mdin Jany 1n1IsuU| Sonigsuu| 19eusIaniun
BLISNY- BUUBIA ‘USYRYISUSSSIMN
‘(sisAreue erep saisAyd ‘sainpadsoid Bumiy xauaA pue yoen) sjuawuadxa saisAyd ABiaua ybiy jo sisAfeue ayy ul asiuadx3 AHd3IH 18P alwapeNy UsaydsIydIaiiflsa0
J9p MisAydaibiauayooH Jany INmsu|
. elIsNy zur ‘Ausianiun
p|al} SIy1 ul suoiresljdde Je pawre SWaISAS aremyos painguisip pue
19jeted jo Juswdojaaap ayi uo pue (uoneindwod J1joquAS pue SNJ0j YiMm) soljewayrew Jaindwod uo asiadxa Buipuels-buol e sey zuil-0siy oS 15/da>f sauueyor uonendwod
: : : : : : : 21|0qWIAS 10} 81N1ISU| Yoreasay
Auewias ‘saisAyd ayosuisallarenxy
uoddns 40 Jona] OAVD Jany 1nnsu| youe|d XeN
vsn
yoddns jo 1ana ‘sallojeloqe] AluaH ydasor saisAud
10 Wwawuedaq ‘AlSIBAIUN U01BdULd
10ddnS 10 15115 elebing ‘ABlau3 resjonN
! S 40 48ma1 NN pue yoieasay JesjonN Joj aInsu|
3Jom Jo swwelbold sy} ul paisalalul SaINNISU| Ydieasay
SaNISIBaAIUN 3S0Y dHYM Y} Ul 31njoniseljul pus jo JuawdAojdap pue jusawdojaasp areuipioo) TVS
‘PUS BIUBINS-D
>N 8y} JO SBPOU 2102 IN0J BY} BUO SISOY OS[e ||IM ANISIBAIUN BYL "SBJIAISS UONBSI[eNnsIA aAileIoqe||0D paingulsiq awin-[eay pue SwalsAs
ansoubelg pue uoddns ubisa@ painquisig awi-eay ul asiadxa ppe (M WNoSU0D 8S0y NYM dY) ‘SaNISISAIUN 314} By} JO SalIAIOe
99U8I9S-8 Bueuipiood pue - W PHUDAJH/AN I8 3S0ISNYM MAWW//:dNY 89S — P9 8S0yY alYA\ 8y} Jo 8duaiadxa ay} uo bul MN ‘spaa
MIOA pUe paIays ‘SpaaT Jo SalIsIaAluN 8y} JO WNILOSUOD B SI SIY] "WNILoSU0) asoy aly 8yl siuasaldal spaa jo AlsiaAlun 8yl | spaaian ‘spaa Jo Ausianiun
DH1 8y} 10} 81U Z-1811 [euoibfay ysniods S, yN ay} Jo JuswAojdsp pue uswdol|anap ayl 81euipiood TVS
OHT 8yl Joy}
awuwelboid uawdojanap pub N ayl Buipes| osfe sI mobse|D HN 8y Ul S1aydieasal puo 1o} a.juad uoneonpa pue Bulures Buipes| ay) MO MN ‘mobse|s
sI 11 \ybBinquip3 pue moBse|9 JO SBINISIBAIUN BY) USaMIa(] UOIRIOgR||09 © S| 3JJua) 92UdldS-a [euoiieN MN Bse|onn ‘mobse|9 Jo Alsianiun
aweu (A1nunod “A110 ‘awreu)
WwNI1JoSu0d 3y} ul sajoJ 21419ads pue (39uUd||99Xd JO Spfaly 'a'1) uondiosap 1oys 1oys uonesiuebio

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

¥00¢/10/6¢

€€8809




2Tz 10 gz abed

"92IAI8S JO Allfenb pue uoeinp ‘yipimpueq Jo Swis) ul paioads ANAIDSUUOD 3JOMIBU JO SUOIBAISSS

9oUBApR pue 3eIpawWl a)ew 0} aJ/ema|ppiu pLIS Mmojje 01 aueld |0JJuU0d YJ0MIBU 3] 0} Sadepalul dojaaag juswdojanaq Sa92INISS MIoMIBN vvdr
uonoaloud pue Aubaul Aipuapi 01 prebal yum siapiroid 82inosal
JO SPaau uonINPOId "SJIAISS PLIS) 310J | 10} swisiueydaw AInaas jo ubisap juaisisuo) "saldlod
uoieanuUayINe pue spoylaw asuodsal Jusploul Jo uoiulap ‘8j9Ad sjuswalinbal sapnjou) saloljod pue
syJomawel) sainjaalydse Alindas dojaaaq "ainioniiseljul plo ueadoln3 e jo uoneiado aindas ajgeuy Alnoas evdr
"S9IIAIBS JO |[9A3| palinbal ay) 0] pue ‘sainpadolid
‘spJepuels ‘suswalinbal 3393 01 WO S82IAISS uolelado pue s1onpold ‘sassadold 1eyl ainsua leyl
SaljIAIOR JO 189S Jlewa)sAs pue pauue(d ayl sl 3393 ul aoueinsse Alend) "aoueinsse Alijenb apim-10a8(oid aoueInssy Alend vl
‘wea} ainjoa)iydJe |[eJano
ue unJ pue ysijgeis3 ‘uonepifeA pue bunsa] ‘sjusuodwod arema|ppiw jo uonelbaiul “Alpeuonauny Buissiw uoneibau|
Buns|dwoa Ag pue arems|ppiN Bunsixe Bulleaulibua-al Ag Sa2IA1as plS 2100 Aupenb uononpoud juswa|dw| pue Bulisauibua-ay arema|ppInN Twdr
SallIA1l0. Yoleasay
'$810110d ‘SY1S 'SS1S ‘Buljlapo ‘SHTS J0 SNIHN pUB JUBSD NY UM UOIRIOgR||09 Ul uonuyad UOISINOI §2IN0SBY YIOMIBN cvs
Juswabeuew puo ‘uoddns Jasn pue 82i1N0Say juswabeue pue
"UoIdNpPUI 821N0SaJ pue JuswAo|dap aJema|ppIA ‘|0JJU0D pue Buloliuow PLIS "SIJIAISS aIn)dniseljul alo) uonelsadQ ‘voddns pus ueadoin3 s

S3I11IAI10B 92IAIBS 213109dS

"eISSNy pue SN Yim uonielodqe|o) SaiiAnde 499 01 uoieddnied ‘adoin3 ur dnolb
uonoa|yal aimonJiseuls ysijgels3 “(s1oelfoid arema|ppiiN Buinjos walqold xajdwo) ‘1 ¥v1SAldD Gdd)

saniAnoe pue s1oaloid NF J8Y10 Yyum uoieloqe|jod aAdY "ainioniseluiagAd 4SN SN Yyium uonesadoo)d uonesadoo) [euoireulaiu| pue Adljod SYN

‘winlo4 A1snpuj ue Jo uoifeal) 'S|00] pue sadelalul uoneoldde uowwod Jo uomulad "SauNWWod YYN
J@SN Mau JO uonaNpo.u| “siasn AlJea Jo uoneaiuap| ‘suonealdde jojid oig pue 43H Jo Loddns | uoddng pue uoneainuap| uoneslddy

"109(o0ud EUN
8] Ul sasinod painglisip voddns pue sasinod alIs-Uo JaAljad ‘[ella1ewl a8sinod pue Bulures aonpoid uononpu| pue Buiurel] lasn

[eld1RW UoNRUIWASSSIP JO uonealgnd ‘JeaA Jad saseamoys pue saoualajuod 19afoid g ‘susia ‘suoneiuasaid ZUN
aziueB1o ‘s|00] aAIRIOMR|[02 8Skq gam pue Sis|| [rew uoddns ‘aus gaAn uoireulwassip ayl arelado yoeasnQ pue uolireulwassiq

TVN
108lo0id By Jo uswabeuew |10 €] 10 wawabeuep

salllAloe BuijiomiaN
A1IA119® 81 Jo saanoalqo o1y19ads pue uonnduosap 110ys 1L 8Andiiosaq JaquinN Ananoy

€110 SallIAlld®e O 1SIT ‘¢ 8lqeL

adoin3 u1 8ousI9s-3
10} splig buijqeus

OO

¥00¢/10/6¢ €€8809



2Tz Jo g2 abed

000 ¢/T 000 O¥T 000 O¥T 000 2€ 000 92 0009 qIIu0d
‘bas
000 2/T 000 O¥T 000 0T 000 2€ 000 92 0009 196pNnq ov WOl T
‘dxe
00§ 89T 006 89T 00 89T qLIu0d
‘bas
00§ 89T 005 89T 00§ 89T 186pnq ov 13NOYHAD 01
‘dxa
00§ 29 00S 95 00S 95 000 9 000 9 n_wcou
‘bal
000 61T 000 €TT 000 €TT 0009 0009 ,mm_%n od N 6
‘dxe
000 SOT 000 8T 000 8T 000 8 000 02 000 T 000 02 000 9 qLIu0d
‘bai
000 SOT 000 8T 000 8T 000 8 000 02 000 T 000 02 0009 186pnq ov MV1ZS-VIN 8
‘dxa
000 ¥6 000 88 000 88 000 9 0009 qIIU0d
‘bai
000 28T 000 9/T 000 9/T 0009 0009 186pnq 404 NG L
‘dxa
00§ G€ 00S G€ 00§ 2T 000 ¢T 0009 QIO
‘bai
00§ G€ 00§ G€ 00§ LT 000 2T 0009 196pNnq ov ani3 9
‘dxa
005 G€ 005 S 00§ LT 000 8T qIu0d
‘bas
00§ G€ 005 S€ 00S 2T 000 8T 196pNnq v aLng E
‘dxe
000 0¥ 000 0ST 000 0ST 000 99T 000 99T 000 98 000 0% 000 0% 0009 qIIu0d
‘bai
000 86/ 000 00€ 000 00€ 000 €€ 000 ¢€€ 000 99T 000 08 000 08 0009 Hmm_%n 424 13NS30 14
‘dxe
000 88 000 82 000 8L 000 0T 000 0T qu0d
‘bas
000 88 000 8L 000 8L 000 0T 000 0T 186png v AONHESNINNN €
‘dxe
000 ST 000 S6 000 S6 000 0€ 000 02 000 0T qIu0d
‘bas
000 62T 000 S6 000 S6 000 0€ 000 02 000 0T Hmm_%n ov dno 4
‘dxe
000 6YT 8 000 6TT € 000 000 008 T 000 008 T 000 0EZ € | 00000Z | 00O 008 000 S8 | 000 qIIU0d
61T € SvLT ‘bas
0006¥T 8 | 0006TT € 000 000 008 T 000 008 T 000 0EZ€ | 00000Z | 000 008 000 G87 | 000 196pnq ov Nd30 1
67T € Sv.T ‘dxa
I_
g9 g (3) |8ponN . JaquinN
o 1 vdr v yvdr Evdr ovdr vdr VS IV ¢vs vs VN IV GVN VN EVN CVN TVN sweu uoys ‘ved ‘
S = sjunowy 150D Hed
23z I¢]
T3 X
s§5~*x 3
w Z w (vdr) sanianoe yoreassy (VS) saniAnoe aslAIas d1j19ads (¥N) sanianoe bupjiomaN
2 _ _ |

‘(3 ur are saunby |re pue pasodsuel; si s|gel ays) Alljigepeal Jsnaq Joj palipow sjgel 310N ISvI1d

1298(04d Jo uoneinp N4 - paisanbai uonnguIUod AllUunww o) ayl Jo pue 186png paldadxa Jo ajgel Alewwns g ajgel

adoin3 u1 8ousI9s-3
1o} spiig Buljqeuy

OO

¥00¢/10/6¢ €€8809



212 10 ¢ abed

000 06€ 000 06€ 000 8¢ 0009 196pnq
‘dxa o4 VSdO e
00S vvs 000 002 000 000 0ST 000 0ST 00S 6T 00S 88T 0009 qijuod
002 ‘bai
000€80 T 000 00¥ 000 000 00€ 000 ooe 000 €8¢ 000 2.€ 0009 196pnq o4 ISSO €
001 ‘dxa
000 SS6 ¢ 000 00% 000 002 000 000SSS T 000 002 000 SS€ T 000000 T 000 quauod
00¢ 000 T ‘bas
000 056 S 000 008 000 00% 000 000 0TT € 000 oo 000 0TL ¢ 000 00 ¢ 000 o 000 196pnq 404 SdNO a
00Y 000 ¢ ‘dxa
00S €9T 00S /ST 00§ LST 000 9 0009 qijuod
‘bai
000 T¢€E 000 ST€ 000 sTE 000 9 0009 186pnq o4 990 1c
‘dxa
00S 8¥T 00§ ZvT 00S ¢vT 000 9 0009 n_\_m_._ou
‘bai
000 162 000 S8¢ 000 S8¢ 000 9 0009 gmmnzn o4 v3o 0c
‘dxa
000 L6¢ 000 162 000 T6¢ 000 9 0009 quuod
‘bai
000 L6¢ 000 162 000 T6¢ 000 9 0009 186pnq ov on 6T
‘dxa
000 0T 000 0T 000 ¥ 0009 qiauod
‘bas
000 ¥T 000 ¥T 0008 0009 umwuzn o4 Jdvdd 81
‘dxa
000 068 000 068 000 76 000 ¥89 000 90T 0009 n__mcoo
‘bai
000 068 000 068 000 6 000 89 000 90T 0009 19bpnq ov NId3an a
‘dxa
000 Sev ¢ 000 695 000 695 000098 T 000 098 T 000 9 0009 quiuod
‘bai
000 798 ¥ 000 8ET T 000 000 02L € 00002. € 0009 0009 196pnq od 247190 91
8ET T ‘dxa
000 86T 000 26T 000 ¢6T 000 9 0009 qijuod
‘bai
000 86T 000 ¢6T 000 ¢6T 0009 0009 186pnq ov ast St
‘dxa
000 /8 000 T8 000 T8 000 9 0009 quauod
‘bas
000 89T 000 29T 000 ¢9T 000 9 0009 196pnq o4 Ist vT
‘dxa
00S 29T 00S STT 00§ STT 000 L 000 S¥ 000 ¢ qLauod
‘bai
000 £2€ 000 T€T 000 T€C 000 26 000 06 000 ¢ 196pnq 404 Svsl €T
‘dxa
000 2.T 000 9¥T 000 9vT 000 92 000 92 n_\_m_._ou
‘bai
000 ¢.T 000 9T 000 9vT 000 92 000 9¢ 19bpnq ov ONSd ctl
‘dxa
I—
g9 g (3) |8ponN . JaquinN
o D vdr v rvdr evdr ovdr ™vdrC VS IV evs TvS VN IIV SVN VN EVN ZVN TVN sweu uoys ‘ved .
S =R sjunowy 1S0D ued
23z o
T30 <
SEX| B
SZ = (vdr) senianoe yolessay (vS) sanianoe 891AI9s 214109ds (¥N) sanianoe bunjiomisN
2 _ | |

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

¥00¢/10/6¢ €€8809



212 1o Gz abed

000 765 000 002 000 002 000 002 000 002 000 76T 000 76T qUILOD
‘bai
00088T T | 000 00% 000 00¥ 000 00% 000 00% 000 88€ 000 88€ 18bpnq 454 WOH 9
‘dxa
000 86T 000 26T 000 26T 000 9 0009 quIu0d
‘bai
000 86T 000 26T 000 26T 000 9 000 9 19bpnq ov dIH-HN €
‘dxa
000 66 000 66 000 €6 000 9 quIu0d
‘bas
000 66 000 66 000 €6 000 9 19bpnq v AVALYN-N ve
‘dxe
000 66 000 66 000 €6 000 9 quIu0d
‘bas
000 66 000 66 000 €6 0009 mmna ov ann €e
‘dxe
005 St 005 St 00S 6E7 | 0009 n_m:ou
‘bal
005 6€8 005 6€8 005 €€8 | 0009 196pnq o4 VN3d3L [4
‘dxe
000 €TZ € 000 0S¥ T 000 000 €95 T 000 €95 T 000 00Z 000 00T | 00000% | 00000T | 00O 0OT quIuod
0Sy T ‘bas
000 €TZ € | 0000SY T 000 000 €95 T 000 €95 T 000 00Z 000 00T | 00000% | 00000T | 00O 0OT 196pnq ov NNI 7€
0SSt T ‘dxa
000 765 000 885 000 885 000 9 000 9 n_mcoo
‘bal
000¢8T T | 0009.TT 000 0009 0009 19bpnq o4 LvWVLvd og
9/TT ‘dxe
005 87T 005 2T 005 ZvT 000 9 000 9 qLIu0d
‘bai
000 T6C 000 582 000 582 000 9 0009 19bpnq o4 1S9 6¢
‘dxa
000 €72 000 LES 000 ZES 000 902 000 00T | 00000T | 0009 qUILGD
‘bai
000 08S T 000 720 T 000 720 T 000 905 000 00T 00000Z | 00000Z | 0009 18bpnq o4 Az 8¢
‘dxa
000 9% 000 O%€ 000 O%€ 000 90T 000 00T 000 9 qUIu0d
‘bai
000 988 000 089 000 089 000 902 000 00Z 0009 19bpnq o4 oud Le
‘dxa
000 66 000 66 000 €6 0009 quIu0d
‘bas
000 26T 000 26T 000 98T 0009 196pnq o4 Zeid 9
‘dxe
005 8vT 005 ¢vT 005 2vT 000 9 000 9 quIu0d
‘bai
005 87T 005 ¢vT 005 ZvT 000 9 000 9 ,mmna ov AS3d £
‘dxe
000 86T 000 86T 000 26T 000 9 qUIu0d
‘bas
I—
g9 g (3) |8ponN . JaquinN
o 5 VHC IV rvdr evdr vdr TvdC VS IV 2vs vs VN IV SN VN EVN 2N TVYN aweu Uoys ‘ued .
3 L sjunowy 150D Hed
Z3= I¢]
T30 x
s§5~* 3
w ZF w (wdr) sanianoe yoleasay (VS) saniAnoe aolAIas d1419ads (¥N) sanianoe bupjiomaN
2 _
adoin3 u1 8ouaI9s-3
o) spuyg Buljqeu
7002/T0/62 3RS BUIIER ££8805

OO




212 10 92 abed

000 89¢ 000 26T 000 ¢6T 000 92 000 02 0009 196pnq
‘dxa o) Svd-dd10 61
009 16T 000 8TT 000 8TT 009 €2 000 0¢ 009 €9 qijuod
‘bai
002 €8¢ 000 9€2 000 9€¢ 00Z L¥T 000 O 002 20T 186pnq 404 NSW dNIS 8y
‘dxa
00¢ v1T 000 S 000 L€ 000 02 00¢ .S 000 0C 000 0T 00¢ ¢ quauod
‘bai
00¥ 8¢¢ 000 ¥TT 000 vL 000 o¥ oov v1T 000 oY 000 0C oov vS 196pnq 404 X oy Ly
‘dxa
008 S 000 6€ 000 6€ 008 9¢ 008 9T 000 0T 000 0T qijuod
‘bai
009 TST 000 82 000 82 009 €2 009 €€ 000 0C 000 02 186pnq 404 IdNd v
‘dxa
008 S 000 65 000 65 008 9T 008 9T n_\_m_._ou
‘bai
009 1ST 000 8TT 000 8TT 009 €€ 009 €€ gmmnzn 424 Svd WV 14
‘dxa
00T ¢ST 00S 86 00S 86 009 €5 000 ST 000 ¢t 009 9¢ quuod
‘bai
00¢ ¥0€ 000 6T 000 26T 002 L0T 000 0€ 000 ¢ 00¢ €9 186pnq 404 AdNIC 144
‘dxa
00T ¢ST 00S 86 00S 86 009 €5 000 02 009 €T 000 02 qlauod
‘bas
00¢ 0€ 000 26T 000 L6T 00¢ L0T 000 oY 00¢ L2 000 o Hmwuzn 454 d3ll ev
‘dxa
00€ 92 000 02 000 02 00€ 95 000 ¢T 0008 00€ 9¢ n__mcoo
‘bai
00€ 92 000 02 000 02 00€ 95 000 ¢T 0008 00€ 9¢ 186pnq ov Svd-gdnl av
‘dxa
00T ¢ST 00S 86 00S 86 009 €5 000 LT 009 9¢ 000 0T quiuod
‘bai
00¢ v0€ 000 26T 000 L6T 00¢ L0T 000 € 002 €5 000 02 196pnq 454 d3HI 114
‘dxa
000 165 000 885 000 885 000 9 0009 qijuod
‘bai
000 ¥6S 000 88S 000 885 0009 0009 186pnq ov dA ov
‘dxa
000 86T 000 26T 000 26T 000 9 0009 quauod
‘bas
000 86T 000 26T 000 ¢6T 000 9 0009 196pnq ov an 6€
‘dxa
000 86T 000 ¢6T 000 ¢6T 000 9 0009 qLauod
‘bai
000 86T 000 26T 000 ¢6T 000 9 0009 186pnq ov VAN 8E
‘dxa
000 96€ 000 06€ 000 06€ 000 9 0009 n_\_m_._ou
‘bai
000 982 000 082 000 08~ 000 9 0009 19bpnq o4 vdvs LE
‘dxa
I—
80 g 3 [9PON . JaguinN
9 5 D vdr v rvdr evdr ovdr Tvdr VS IV evs TvS VN IIV SVN VN EVN ZVN TVN sweu uoys ‘ved .
S =R sjunowy 10D ued
23z o
T30 <
SEX| B
SZ = (vdr) senianoe yolessay (vS) sanianoe 891AI9s 214109ds (¥N) sanianoe bunjiomisN
2 _ | |

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

¥00¢/10/6¢ €€8809



212 10 /¢ abed

quIu0d
‘bas

5B o4 asn 19

‘dxe

quu0d
‘bai obealyd

19bpnq o4 10 Ais1Ianiun 09

‘dxe

000 €T 000 €47 000 29T 0009 qijuod
‘bai

5B o4 AdN 65

‘dxa

000 ove 000 ove 000 vee 0009

00S €97 00S /ST 00§ LST 000 9 0009 qiauod
‘bai

000 Tee 000 STE 000 STE 0009 0009 gmmnzn od VINI 85
‘dxe

000 .82 000 T8¢ 000 T8¢ 0009 0009 n_\_m_._ou
‘bas

0009 ToBpng o) avdl LS

‘dxa

000 28¢ 000 T8¢ 000 T8¢ 000 9

00S €19 00S LT€ 00S LT€ 000 962 000 STT 000 ST 0009 qiuod
‘bai

000Tee T 000 S€9 000 S€9 000 985 000 0€Z 000 05€ 0009 19Bpng od JIso 9s
‘dxe

00S €9T 00S /ST 00S 25T 000 9 0009 n:mcoo
‘bas

00S €9T 00S /ST 00S 28T 000 9 0009 Hmmu:n ov vOS30 S5
‘dxe

00S Lve 00S T¥e 00S T¥e 0009 0009 qIu0d
‘bas

000 681 000 €8 000 €87 0009 0009 196pnq 454 dii vS
‘dxe

00S 292 00S T6T 00S T6T 000 92 000 0L 0009 quUIu0d
‘bas

000 6¢S 000 €8¢ 000 €8¢ 000 9T 000 O¥T 0009 196pnq o4 121 €s
‘dxe

00S £9¢ 00S T6T 00S 16T 00092 00004 0009 qLauod
‘bas

00S 29¢ 00S T6T 00S T6T 000 92 000 02 0009 19Bpng ov nv. s
‘dxe

00S 8¢9 00S /8€ 00S /8¢ 000 T¥e 000 STT 000 0CT 0009 qijuod
‘bai

o —| 304 13NyD 15

‘dxa

00099€ T 000 068 000 STT 000 S6.. 000 9% 000 0ge 000 ove 0009

000 89¢ 000 26T 000 ¢6T 000 92 000 0L 0009 qLauod
‘bas

000 89¢ 000 ¢6T 000 ¢6T 000 92 000 02 0009 gmmn:n ov AN 0s
‘dxe

000 89¢ 000 26T 000 ¢6T 000 92 000 0L 0009 qiauod
‘bai

vdr v yvdr Evdr ovdr vdr VS IV ¢vs vs VN IV GVN VN EVN CVN TVN C) 1SPON aweu uoys ‘ved 12qunN
sjunowy 150D ‘Ued

(wdr) sanianoe yoleasay (VS) saniAnoe aolAIas d1419ads

uonnquuod
Aunwwo)
Xen
pajoadxa [e1o |

(¥N) sanianoe bupjiomaN _

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

¥00¢/10/6¢ €€8809



21z Jo gz abed

000 00G EET8 | 005169 | 000 000 000 005 00Z 7T 000 ZEZ | 00S £96 €T 000 €€G 6 | 00G Tv9 | OOE 002 000 000 3
198 1€ 99T T oov 9/8 S 85 € 098 T Vel €e0¢ 1senbai ‘quIu0d ANunwwo) xew
002 000 TvS OT | 000 000 000 000 000 ¥5Z 22 000685 | 000599 T2 00Z 005 009 00 002 000 (3) 191G parata 10
ST o 26T T 99 T 008 €8T L 0L€ €T SIT1 8 S 1002 [4:4 €202 3)150pnq pay 0L
sre1ol
005 €11 005 20T 005 20T 000 9 000 9 o__w:ou
‘bal
000T2€ | 000Siz 000 512 000907 | 000 00T 0009 mmn:n o4 ddvO 0L
‘dxe
00S £TT 005 €11 005 20T 000 9 qUIU0D
‘bas
005 £T2 000 00T 000 00T 005 £TT 00S 20T 000 9 196pnq ov N4d 69
‘dxe
000 66 000 £6 000 €6 000 9 000 9 qUIU0d
‘bai
000 26T 000 98T 000 98T 000 9 0009 Hmmu:g o4 31Nvd 89
‘dxe
000 66 000 66 000 66 n_wcs
‘bal
000 66 000 66 000 66 196png ov BNun 49
‘dxa
000 66 000 66 000 66 QUIU0D
‘bai
000 66 000 66 000 66 196pnq ov oun 99
‘dxa
000 66 000 66 000 66 IS
‘bai
000 66 000 66 000 66 19bpng ov ean 59
‘dxa
000 66 000 £6 000 €6 000 9 000 9 QUIU0D
‘bai
000 26T 000 98T 000 98T 000 9 000 9 196png o4 VaN3 v9
‘dxe
000 96€ 000 06€ 000 06€ 000 9 0009 qUIU0d
‘bas
000 96€ | 000 06€ 000 06€ 0009 0009 1BpNg ov H1X €9
‘dxa
quIU0D
‘bai ‘AlUN UOSIPRIN
19bpnq o4 -UISUOJSIM a9
‘dxe . )
I—
g9 g (3) 1BPON [ e wous ‘L JaquinN
o 5 vdr v yvar evdr v Ve VS IV 2vs vs VN IV SVN VYN EVN 2VN TVN sun p uoys ‘ved .
2 Junowy | 3500 ved
Z3= ®
T30 x
S5 X 3
SZ = (vd[) sanAnoe yoseasay (vS) saniAnoe 221A19s ol10ads (VN) sanianoe BupjiomisN
2 _ _ |

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

¥00¢/10/6¢ €€8809



212 10 62 abed

00S L0T 00S /8 00s /8 000 02 0S¢ 9T 0S. € n_,_mmwo

00S 20T 00S /8 00S /8 000 02 0S¢ 9T 0S. € Hm,mmmn ov WOl 17
€T€ S0T €TE SOT €T€ S0T n_,w“wu

€1€ S0T €T€ S0T €1€ S0T 186pnq ov 13NOH4HAD 01

‘dxa

€90 6€ €T€ ¢ €1€ ¢ 0SL € 0SL € n_ﬁmwu

SLEVL G29 0L G29 0L 0SL € 0SL € gmwmmn o4 dliN 6
G629 59 0SC 1T 0S¢ 1T SLE ¥S 00S 2T G29 S¢ 00S¢T 0SL € n_,w““uu

G629 §9 0S¢ 1T 0S¢ 1T SLE ¥S 00S 2T G29 S¢ 00S¢T 0SL € ﬂmmmn ov HVLZSVIN 8
0S. 85 000 SsS 000 SS 0SL € 0SL € n_,wmmo

0S. €TT 000 OTT 000 OTT 0SL € 0S. € Hm,mmmn 4o4 AN L
88T ¢¢ 88T ¢¢ 8€6 0T 00S L 0S. € n_,wmmo

88T ¢¢ 88T ¢¢ 8€6 0T 00S L 0SL € Hm,mmmn ov an3 9
88T ¢¢ 88T ¢¢ 8€6 0T 0S¢ 1T n_,_mmwo

88T ¢¢ 88T ¢¢ 8€6 0T 0SC TT Hm,mmmn ov alng S
0S¢ 15¢ 0SL €6 0S. €6 0S5/ €0T 0SZ €01 0S. €S 000 S¢ 000 S¢ 0SL € n_,‘_mmwu

0S. 86¥ 00§ 28T 00S /8T 00S L02 00S L02 0S. €0T 000 0S 000 0S 0SL € jmmmn 404 L3NS0 14
000 SS 0S. 8 0S5, 8 0S2 9 0S¢ 9 n_,_mmwo

000 SS 0S. 8 0S5, 8 0S2 9 0S¢ 9 jmmmn ov AONHESNINNA €
SeT 8L GLE 69 S.€ 69 0S. 8T 00S ¢t 0S¢ 9 n_,‘_mmwu

GCT 8L SL€ 6S SLE 6S 0G. 8T 005 ¢T 0S¢ 9 jmmmn ov dno 4
GCT €60 S SLE6Y6 T GLE6V6 T 000SCT T 000S¢T T 0SL 000 000 00S GZT €0€ S29 n_,_mcoo

GCT €60 S GLEGY6 T SLE6V6 T 000S2T T 000SCT T NMM < MMM 000 00S GCT €0€ mwm : Hmmwmn ov N&30 T

8102 SZT 060 T ‘dxa
m mw m vdr v yvdr Evdr ovdr vdr VS IV FAAS) vs VN IV SVN VN EVN ZVN TVN C) 1SpoN me: _wnE:Z
W 3 = m sjunowy 1s0D Hoys ued ued
SZ 2 (vdr) sananoe yoseasay _ (VS) seniAnoe 801aI8s o1108ds _ (VN) sanianoe BupjiomiaN _
o

(3 U aJe saunby |le pue pasodsued si a|qel ayy) Aljiqepeal Jauaq Joj payipow a|gel ‘3 LON ISV 1d

syiuow 9 snjd pouad Buniodai 1s114 - pairsanbal uonngliuod Allunwwo) ayl Jo pue 186png paldadxa Jo a|gel Arewwns :siqg a|qel

adoin3 u1 8ouaI9s-3
104 splu9 buijqeu3

OO

¥00¢/10/6¢ €€8809



212 1o 0g abed

0S. € 186pn
0S. eve 0S.L eve 000 0¥ dmmn oy vsuo vz
ETE OvE 000 S2T 000 0S. €6 0S. €6 €96 12T €18 LTT 0S. € n_\_mcoo
G2t ‘bau
G/8 9.9 000 052 000 00S /8T 00S /8T GLE 6€C G29 §€¢ 0SL€ Hmmu:n o4 ISSS €
0S¢ ‘dxa
G/89¥8 1 000 0S¢ 000 000 G/8 1.6 000 S2T G/8 9¥8 000 S29 000 529 quiuod
Set set bl 404 SUNO
0S.8TLE 000 00S 000 000 0SLEVE T 000 0S¢ 0SL €69 T 000 000 s 000 186pnq ac
052 052 S/TT 052 1 ‘dxa
88T 20T 8EY 86 8EY 86 0S. € 0S. € n_wcoo
‘bal
G29 002 G/8 96T G/8 96T 0S. € 0S. € gmmn:n o4 990 154
‘dxa
€18 ¢6 €90 68 €90 68 0SL € 0SL € n_wcou
‘bal
G/8 18T GZT 811 GCT 8.1 0SL € 0S.L € Hmwn:n o4 V3o 0c
‘dxa
G29 S8T G/8 18T G/8 0S.L € 0S. € quuod
18T ‘bais
GZ9 88T G/8 18T G/8 0S. € 0S. € 186pnq ov on 6T
18T ‘dxa
0S2 9 0S¢ 9 00S ¢ 0SL € qujuod
‘bai
05,8 0S.8 000 § 0SL € 186pnq o4 Juvdd 81
‘dxa
0S¢ 9SS 0S¢ 9SS 0S. 89 00S L2v 052 99 0SL € n_wcoo
‘bal
0S¢ 9SS 0S¢ 9SS 0S. 89 00S L2v 052 99 0SL € 186pnq ov Niaan L1
‘dxa
G/8T2ST G2Z9 §SE GZ9 GS€ 005 29T T 005 29T 1T 0S. € 0SL € n_wcoo
‘bai
000 00 € 0SZ T1TL 0S¢ 1TL 000 SZe ¢ 000 GZ€ ¢ 0SL € 0SL € Hmmu:n o4 4100 91
‘dxa
0S. €21 000 02T 000 02T 0S. € 0S. € n_\_mcoo
‘bai
0§/ €21 000 02T 000 02T 0S. € 0S. € Hmmn:n ov ast ST
‘dxa
GLE VS G29 0§ G29 05 0S. € 0SL € n_\_mcoo
‘bai
000 SOT 0S¢ 10T 0S¢ 10T 0S. € 0S. € Hmmu:n o4 Ist vi
‘dxa
€96 T0T 88T ¢L 88T ¢/ GLE 62 GeT 8¢ 0S¢ T n_‘_m_._ou
‘bal
G/8 T0C GLE WPT GLE VYT 00S .S 0S¢ 9 0S¢ T Hmmn:n 454 Svs-il €T
‘dxa
00S 20T 0S¢ 16 0S¢ 16 0S¢ 9T 0S¢ 9T o_:m_._ou
‘bal
00S 20T 052 16 052 16 052 9T 052 9T FE ov ONSd 4
‘dxa
l
80 =) 3 [9Pon aureu JaquinN
m o & vvdr evdr vdr vdr VS IV FAAS) vs VN IV SVN VN EVN ¢VN TVN Ssyunowy 1500 Hous ‘Hed “Yed
Z3< ©
T3 D X
g cx 3
S g (vdr) sanianoe yoreasay (VS) sa1ianoe 821A19s 214109ds (VN) senianoe BuiyiomisN
2 _
adoin3 u1 8ouaI9s-3
10] spuy Buijgeu
¥002/T0/62 1Sy BU|IGEU] £€8805

OO




2Tz Jo T¢ abed

0Sc 1€ 000 2T 000 000 G2T 000 G2T 0S¢ 12T 0G¢ 12T qUIU0d
144 ‘bas
00G 2vL 000 0G¢ 000 000 0S¢ 000 05¢ 005 Zve 00S ¢ve 196png 404 NOd 9
052 ‘dxa
0S. €21 000 02T 000 0S. € 0S¢ quIu0d
(4% ‘bas
05/ €21 000 02T 000 0SL€ 0SZ€ 196png v diH-HN g€
0T ‘dxa
S/8 19 G/8T19 SZT 85 0S.€ qLIuod
‘bas
G/819 G819 SZT 85 0S€ 196pnq v AYALYN-NA ve
‘dxa
S/8 19 G/8T19 GZT 85 0SL€ qiauod
‘bas
G/8T9 5/8T19 GZT 85 0S.€ Hmmn:n ov anA €e
‘dxa
8EV 8/C 8EY 8LC 889 ¥/ 0S. € n_wcou
‘bai
889 ¥Z§ 889 72§ 8€6 025 0SL€ 196png o4 VN3Y3L [4
‘dxa
§29 02€ 2 0SZ 906 0SZ 906 G/89.6 5/89.6 00S Z&¥ | 00529 [ oooo0Sz | 00529 005 29 qLIu0d
‘bas
G29 02€ ¢ 0S¢ 906 052 906 5/89.6 G/89.6 005 2e¥ | 00G529 | oooosz | 00Sz9 00S 29 196png ov NaINI 1€
‘dxa
0SC T 00G 29€ 00S 29€ 0S. € 0S. € n_wcoo
‘bai
05/ 8€L 000 S€2 000 €L 0SL € 0S.€ Hmmu:n oA Lvviva 0g
‘dxa
€18 26 €90 68 €90 68 0SL € 0S.€ qIauod
‘bas
G/8 18T G2t 8LT SZT 8T 0SL€ 0S.€ 196png oA 1S9 6¢
‘dxa
SLE Y9 529 GeE 529 GE€ 0G. 82T 00S 29 005 29 0S. € qUIu0d
‘bas
005 /86 0SZ 1.9 0SZ 129 0S5z 91€ | 00S 29 000 52T 000 ST 0SL€ 196png o4 Az4 8¢
‘dxa
0S. 8.2 00S 212 00S 212 052 99 00§ 29 0S.€ qLIu0d
‘bas
05/ €SS 000 Szv 000 Sev 0S. 821 000 ST 0SZ€ 196png o4 oud Le
‘dxa
S/8 19 G/8T19 SZT 85 0S.€ quod
‘bas
000 0ZT 000 02T 052 91T 0SL€ 196png o4 ZdXa 9
‘dxa
€18 26 €90 68 €90 68 0SL € 0SL€ qiauod
‘bas
€18 26 €90 68 €90 68 0S. € 0S.€ Hmwn:n ov As3a £
‘dxa
0G. €21 0S. €21 000 02T 0S.€ qIIuod
‘bas
l
20 =} 3) 19poN awreu JaquinN
S m & yvdr Evdr ovdr vdr VS IV A8 vs VN IV SVYN VN EVN ZVN TVN Ssyunowy 1500 Hous ‘Hed “Yed
= [¢]
& 3 M X
s§5* kS
S g (vdr) sanianoe yoreasay (VS) sa1ianoe 821A19s 214109ds (VN) senianoe BuiyiomisN
2 _
adoin3 u1 8ouaI9s-3
1o} spiig Burqeu
¥00Z/10/6Z b SpLY bungedd ££8805

OO




2Tz Jo zg abed

4 0SL€ 196pn
005 20T 000 02T 000 02T 008 2t 0sLE pra v SvE-ddo o
0SL 611 0SLEL 0SL €L 000 97 005 2T 00 €€ o)
‘bai
005 6€2 008 ZvT 005 ZvT 000 26 000 52 000 29 Hmmu:n 454 NSW dNIS 8y
‘dxa
SIS 1L SZ9 58 Seiee | 005 2t 0SLSe 00521 | 0529 000 2T qmuos
‘bas
05L 2vT 0S2 1L 0szov | 0005z 005 T2 00052 | 00S2T | 000VE amu:n 404 %oy Ly
‘dxa
SIE Lt SIEVT SIEve 000 €2 00S0T | 0829 0529 w03
‘bal
0S. 6 0sL 8y 0S. 8v 000 9% 0007z | 0062t | 005ZT mmn:n 404 IdNd o
‘dxa
SIS LY 518 98 SI8 9% 005 0T 005 0T a3
‘bal
05 v6 051 €2 054 €2 000 12 000 T2 EPq 404 SV NV Eld
‘dxa
£90 56 95 19 £95 19 005 €€ SIE6 005 529 o1 a0y
‘bal
S2T 06T SeT ect SeT ect 000 29 0S.8T | 000ST | 05zee mmn:n 404 HNIe 44
‘dxa
£90 56 €95 19 €95 19 008 €€ 00521 | 0058 005 21 qmuod
‘bas
SeT 061 SeTEeT SeTeet 000 29 00052 | 000ZT | 00052 16Pg 404 d3u ev
‘dxa
889 Lt 005 21 005 21 88T 56 006 Z 0005 889 22 a3
‘bal
889 Lt 005 21 005 2T 88T S¢ 006 Z 0005 889 22 156png ov Svd-adill (44
‘dxa
£90 56 €95 19 €95 19 008 €€ §290T | 52991 | 0529 quoo
‘bas
2T 061 SeTEet SeTeet 000 29 0521z | oszee | 00set 16pnq 404 d3Hl Lig
‘dxa
0SZ TLE 005 29€ 005 Z9€ 0SLE 05 ¢€ q)
‘bai
0Sz T2€ 005 29¢ 005 29¢ 0SLE 0sLe 160G ov A ov
‘dxa
0SL €2t 000 02T 000 05 € 05 E qmuos
(4% ‘bas |
0. €21 000 021 000 0SLE 0SLE 16pnq v an 6€
0CT ‘dxa
08L €21 000 02T 000 0SLE 05 ¢E qmuoo
0CT ‘bas A
08L €21 000 02T 000 0SLE 0sLe 1Bpng v vAn 8¢
0T ‘dxa
005 b2 0SL £ve 0SL eve 0SLE 0SLE a3
‘bal
05z T6v 005 28 005 28 0SL€ 0SL¢€ 1Bpng o4 vdvs LE
‘dxa
l
80 =) 3 [9Pon aureu JaquinN
RS by vac v | vvde | evdr | evdc | Twac VS IV 2vs VS YNIV | SWN YYN SYN 2N N | qurowy | 1505 Jous ‘ed ey
z3 =z ®
T30 x
EEX| 3
S g (vdr) sanianoe yoreasay (VS) sa1ianoe 821A19s 214109ds (VN) senianoe BuiyiomisN
2 _
adoin3 u1 8ouaI9s-3
o) spuyg Buljqeu
7002/T0/62 3RS BUIIER ££8805

OO




2Tz Jo g¢ abed

quIu0d
‘bas

196pnq
‘dxa

od

osn

19

qLIuod
‘bas

19bpnq
‘dxa

o4

obeaiyd
J0 Ausianun

09

S¢T 80T

G¢T 80T

SLE ¥OT

0S¢

QLU0
‘bas

00§ ¢Te

00S ¢T¢

0§/ 80¢

0S¢

196pnq
‘dxa

od

AdN

6S

88T ¢0T

8EY 86

8EY 86

0sL¢€

0S¢

qLIu0d
‘bas

G¢9 00C

G/8 96T

G/8 96T

0SL €

0§S. €

19bpnq
‘dxa

od

VNI

8G

SLEGLT

G29 GLT

G29 GLT

0sL¢€

0§S. €

qIIu0d
‘bas

SLEBLT

G29 GLT

G29 GLT

0sL¢€

0S¢

186pnq
‘dxa

ov

avdl

LS

8EY €8€

8EY 86T

8EY 86T

000 S8T

S/8TL

S.€ 60T

0S¢

qLIu0d
‘bas

G2T €92

S/8 96€

G/8 96€

0S¢ 99¢

0S.
VT

0G. 8T¢

0§S. €

186pnq
‘dxa

od

QJISO

95

88T ¢0T

8EY 86

8EY 86

0SL €

0§S. €

qLIu0d
‘bas

88T ¢0T

8EY 86

8EY 86

0sL¢€

0§S. €

19bpnq
‘dxa

ov

VvOS30

SS

889 ST

8€6 05T

8E6 0ST

0SL €

0§S. €

quUIU0D
‘bas

G¢9 S0€

S/8 T0€

G/8 T0E

0SL €

0§SL €

19bpnq
‘dxa

404

din

¥S

88T 29T

889 6TT

889 6TT

00S L¥

0SLev

0§SL €

qLIuod
‘bas

G29 0ge

SLE 6€C

S.E 6€C

0S¢ 16

00S /8

0SL €

19bpnq
‘dxa

od

101

€9

88T L9T

889 6TT

889 6TT

00S L¥

0SL eV

0S¢

qLIU0d
‘bas

88T /9T

889 6TT

889 6TT

00S L¥

0SLev

0§SL¢€

196pnq
‘dxa

o)

nvL

¢S

€18 ¢6€

88T ¢ve

88T ¢ve

G29 05T

S/8TL

000 S.

0S¢

qLIu0d
‘bas

0S. €58

0S¢ 9SS

S/8TL

SLE v8Y

00S 262

0S.
VT

000 0ST

0S¢

186pnq
‘dxa

404

13INdO

18

00§ 29T

000 02T

000 0cT

00S ¥

0SL eV

0S¢

qLIU0d
‘bas

00S 29T

000 02T

000 02T

00S ¥

0S. €V

0§S. €

19bpnq
‘dxa

ov

AoN

0§

000 02T

000 0cT

00S ¥

0SL eV

0S¢

qIu0d
‘bas

uonnguuod
Alunwwo)d
Xew

pajoadxa [e10]

Vdr IV

yvdr

(Vd() sanianoe yareasay

evdr

ovdr

vdrC

VS IV

(vS) saniaioe aolAIes a1410ads

evsS

TvsS

VN IIV

SVN

YVN

EVN

¢VN

(VN) senianoe BuiyiomisN

TVN

3

sjunowy

I9PON
1s00

aweu
uoys ‘ued

JELTIN
‘Ued

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




212 10 y¢ abed

6.8
916 6T

8EY €80 G

88T
424

0§.
8¢/L

000
052

005¢.9¢€

€1€6/88

SCT 8YT

88T /2L 8

et
896 §

8E6
ooy

88T
ove ¢

GCT1 6.6

00S
L.0T

72
v9¢ 1T

(3)
1sanbal ‘quIu0d ANuUNWWOoD Xe

€99 €58 8¢

G¢1 8859

000
172

0§.
€48

000
005

S.E 687 17

0G/. 806 €T

G¢T 89¢€

G29 OVS €T

889
96€ 8

88T
169

G29
189 ¢€

G29
vSe T

G/8
88y T

72
v9¢T

(3) 196pnq pajoadxa [eloL

s[eiol

8€6 0L

88T L9

88T .9

0SL €

0§S. €

qLIu0d
‘bas

G29 00¢

SLE VET

72
VET

0S¢ 99

00S ¢9

0§S. €

186pnq
‘dxa

od

q4vO 0L

8€6 0L

8€6 0L

88T L9

0S¢

qIu0d
‘bas

8EY EET

00§ ¢9

00§ ¢9

8€6 0L

88T L9

0S¢

186pnq
‘dxa

o)

N4d 69

G/8719

SCT 89

G211 89

0SL €

0§S. €

quLIU0D
‘bas

000 02T

0S¢ 9TT

0se
9TT

0SL €

0§S. €

19bpnq
‘dxa

od

31INVd 89

G/8719

G/8719

G/8719

qLu0d
‘bas

G/8 719

S/8 19

G/8719

19bpnq
‘dxa

o)

BNIUN 19

G/8719

S/8 19

G/8719

qLIuod
‘bas

G/8 19

S/8 19

G/8719

196pnq
‘dxa

ov

N 99

S/8 19

G/8719

S/8 19

qLIuod
‘bas

S/8 19

S/8 19

S/8 19

186pnq
‘dxa

o)

[eoiun 59

G/8719

SCT 8§

G¢T 85

0SL €

0§S. €

qLIuod
‘bas

000 0cT

0S¢ 9TT

0G¢ 91T

0sL¢€

0S¢

19bpnq
‘dxa

od

V3IN3 9

00S Lve

0SLeve

0§.
£ve

0sL¢€

0S¢

qLIu0d
‘bas

00S Lve

0SLeve

0§,
5144

0sL¢€

0S¢

186pnq
‘dxa

o)

HIM €9

qLIu0d
‘bas

186pnq
‘dxa

od

‘AIUN uoSIpep

-UISUODSIM a9

uonnguuod
Alunwwo)d
Xew

pajoadxa [e10]

Vdr IV

yvdr

(Vd() sanianoe yareasay

evdr

ovdr

vdrC

VS IV

(vS) saniaioe aolAIes a1410ads

evsS

TvsS

VN IIV

SVN

YVN

EVN

¢VN

(VN) senianoe BuiyiomisN

TVN

3

sjunowy

I9PON
1s00

awreu JaquinN
1oys ‘ued ‘ed

¥00¢/10/6¢

adoin3 u1 8ouaI9s-3
1o} spiig Burjqeuy

OO

€€8809




SEGG

508833 Enabling Grids for 29/01/2004
E-science in Europe
Table 4: Deliverables List
. . . Estimated Dissemi-
Dellverla ble ACtIVZIty Deliverable title ngd Dellvegry indicative | Nature® nation
No No participant date 5
resources level
DNA2.1 NA2 Production of Project Information Presentation | TERENA | M01 1K R PU
DNA2.2.1 NA2 External customer facing web site, mailing lists | TERENA | MO1 785K P PU
and web based tools
DNA2.3.1 NA2 Internal project facing web site, mailing lists CERN MO01 200K P PU
and web based tools
DJRAL1.1 JRAL Architecture and Planning (Release 1) CERN M03 398K R PU
DNA1.1.1 NA1 First Quarterly periodic report CERN M03 155.6K R CO
DNAL.2 NAl Gender Action Plan CERN MO03 155.6K R PU
DNA2.4.1 NA2 Dissemination Plan with revisions at M9, and TERENA MO03 100K R PU
M15 including a formal planning for using and
disseminating knowledge throughout the
project (including target audiences and
measures for success)
DNA3.1.1 NA3 Training Plan with revisions at M9 and M15 UEDIN M03 91K R PU
DNA4.1 NA4 Definition of Common Application Interface CNRS M03 200K R PU
and Planning Document
DSAl.l SAl Detailed execution plan for first 15 months of CERN M03 150K R PU
infrastructure operation
DJRA2.1 JRA2 Quality Plan for EGEE CSsSl MO04 133.34K R PU
DNA5.1.1 NA5 elnfrastructure reflection group White Papers CERN M04 139.4K R PU
in conjunction with the EGEE Project
Conferences
DJRAL.2 JRAL Design of grid services (Release 1) CERN MO05 217K R PU
DJRA3.1 JRA3 Global security architecture KTH MO05 156.86K R PP
DJRA4.1 JRA4 Specification of interfaces for bandwidth UCL M06 80.31K P+R PU
reservation services
DNA1.1.2 NAL Quarterly periodic report CERN M06 155.6K R CcO
DNA2.2.2 NA2 External web site and tools at full capacity. TERENA | M06 785K P PU
DNA2.3.2 NA2 Internal web site and tools at full capacity. CERN MO06 200K P PU
DNA2.5 NA2 Production of appropriate printed PR material CERN M06 637K R PU
DNA2.6.1 NA2 Dissemination Progress Reports with revisions | TERENA | M06 396.5K R PU
at M12 and M18
DNA3.2 NA3 Initial Training Course Material (continuously UEDIN M06 625K R PU
revised thereafter)
DNA4.2 NA4 Target Application Sector Strategy document CNRS M06 250K R PU
DSAl1.2 SAl Release notes corresponding to the initial pilot | INFN M06 35K R PU
Grid infrastructure operational
DSA2.1 SA2 Survey of application requirements and CNRS M06 118.5K R PU
identification of service classes.
DNA5.2 NAS5 European Grid project synergy roadmap (in CERN M06 139.4K R PU
collaboration with DEISA, SEE-GRID and
other relevant initiatives and EU projects)

! Deliverable numbers in order of delivery dates: D1 — Dn

2 Activity that will produce this Deliverable

% Month in which the deliverables will be available. Month 0 marking the start-date of the project, and all delivery
dates being relative to this start date.

* Please indicate the nature of the deliverable using one of the following codes:

R = Report

P = Prototype D = Demonstrator O = Other

® Please indicate the dissemination level using one of the following codes:

PU = Public
PP = Restricted to other programme participants (including the Commission Services).
RE = Restricted to a group specified by the consortium (including the Commission Services).
CO = Confidential, only for members of the consortium (including the Commission Services).
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. . . Estimated Dissemi-
Dellverla ble ACtIVZIty Deliverable title ngd Dellvegry indicative | Nature® nation
No No participant date 5
resources level
DJRA3.2 JRA3 Site access control architecture FOM M09 238.91K R PP
DJRA4.2 JRA4 Definition of standardised network UCL M09 40.15K P+R PU
measurement guery/response interfaces
DNA1.1.3 NAL Quarterly periodic report CERN M09 155.6K R CO
DNA1.3.1 NA1 Periodic report CERN M09 155.6K R CO
DNA2.4.2 NA2 Dissemination Plan revision including a formal | TERENA | M09 100K R PU
planning for using and disseminating
knowledge throughout the project (including
target audiences and measures for success)
DNA3.1.2 NA3 Training Plan revision UEDIN M09 91K R PU
DNA3.3.1 NA3 Training Progress Report with updates at M15 | UEDIN M09 1100K R PU
and M24
DNA4.3.1 NA4 EGEE Application Migration Progress report CNRS M09 1680K R PU
with revisions at M15 and M21
DSA1.3 SAl Accounting and reporting web site publicly CCLRC M09 30K R PU
available
DNA5.1.2 NA5 elnfrastructure reflection group White Papers CERN M09 139.4K R PU
in conjunction with the EGEE Project
Conferences
DJRAL.3 JRA1 Software and associated documentation CERN M12 2952K P+R PU
(Release 1)
DJRA2.2 JRA2 Annual Report on EGEE Quality Status, Cssi M12 266.66K R PU
including software and Grid operations and
plan for second year
DNA1.1.4 NA1 Quarterly periodic report CERN M12 155.6K R CO
DNA2.6.2 NA2 Dissemination Progress Reports revision TERENA | M12 396.5K R PU
DNA5.3 NA5 Progress report on International Cooperation CERN M12 139.4K R PU
Activities
DSAl.4 SAl Assessment of initial infrastructure operation IN2P3 M12 8576K R PU
and plan for next 12 months
DSA2.2 SA2 Institution of SLAs and appropriate policies CNRS M12 118.5K R PU
DJRA1.4 JRAL Architecture and Planning (Release 2) CERN M14 265K R PU
DSAl15 SAl First release of EGEE Infrastructure Planning CERN M14 300K R PU
Guide (“cook-book™),
DSA1.6 SAl Release notes corresponding to the full CCRLC M14 35K R PU
production Grid infrastructure operational
DJRAL1.5 JRAL Design of grid services (Release 2) CERN M15 108K R PU
DNA1.1.5 NAL Quarterly periodic report CERN M15 155.6K R CO
DNA2.4.3 NA2 Dissemination Plan revisions including a TERENA | M15 100K R PU
formal planning for using and disseminating
knowledge throughout the project (including
target audiences and measures for success)
DNA3.1.3 NA3 Training Plan revision UEDIN M15 91K R PU
DNA3.3.2 NA3 Training Progress Report update UEDIN M15 1100K R PU
DNA4.3.2 NA4 EGEE Application Migration Progress report CNRS M15 1120K R PU
DNA5.1.3 NA5 elnfrastructure Forum White Papers in CERN M15 139.4K R PU
conjunction with the EGEE Project
Conferences
DJRA3.3 JRA3 Global security architecture (first revision) KTH M16 530.90K R PP
DJRA4.3 JRA4 Report on implications of IPv6 usage for the UCL M18 80.31K P+R PU
EGEE Grid
DNA1.1.6 NA1 Quarterly periodic report CERN M18 155.6K R CcO
DNA1.3.2 NA1 Periodic report CERN M18 155.6K R CO
DNA2.6.3 NA2 Dissemination Progress Reports revision TERENA | M18 396.5K R PU
DNA5.4 NA5 European Grid project synergy report (in CERN M18 139.4K R PU
collaboration with DEISA, SEE-GRID and
other relevant initiatives and EU projects)
DJRAL.6 JRAL Software and associated documentation CERN M21 2531K P+R PU
(Release 2)
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. . . Estimated Dissemi-
Dellverla ble ACtIVZIty Deliverable title ngd Dellvegry indicative | Nature® nation
No No participant date 5
resources level
DJRA4.4 JRA4 Implementation of single-domain bandwidth UCL M21 321.23K P+R PU
reservation pilot service
DJRA4.5 JRA4 Service to supply network performance UCL M21 160.62 P+R PU
information to resource brokering middleware
DNA1.1.7 NA1 Quarterly periodic report CERN M21 155.6K R CO
DNA4.3.3 NA4 EGEE Application Migration Progress report CNRS M21 1120K R PU
DNA5.1.4 NA5 elnfrastructure reflection group White Papers CERN M21 139.4K R PU
in conjunction with the EGEE Project
Conferences
DSAl.7 SAl Updated EGEE Infrastructure Planning Guide CERN M22 150K R PU
DJRAL.7 JRAL Final report on middleware re-engineering CERN M24 723K R PU
DJRA2.3 JRA2 2nd Annual report on EGEE Quality Status, Cssi M24 200K R PU
including software and Grid operations
DJRA3.4 JRA3 Assessment of security infrastructure report KTH M24 463.33K R PU
DJRA4.6 JRA4 Report on bandwidth allocation and UCL M24 200.77K R PU
reservation
DJRA4.7 JRA4 Report on network monitoring UCL M24 160.62K R PU
DNA1.1.8 NA1 Quarterly periodic report CERN M24 155.6K R CO
DNA1.3.3 NA1 Periodic report CERN M24 155.6K R CO
DNA1.4 NA1 Report on Gender Action Plan CERN M24 155.6K R PU
DNA2.7 NA2 Final Dissemination & usage Report TERENA | M24 200K R PU
addressing the issues of public participation
and awareness
DNA3.3.3 NA3 Training Progress Report update UEDIN M24 1100K R PU
DNA4.4 NA4 Final Report of Application Identification and CNRS M24 1320K R PU
Support Activity
DNA5.5 NA5 Final progress report on International CERN M24 139.4K R PU
Cooperation Activities
DSA1.8 SAl Assessment of production infrastructure IN2P3 M24 12863.5K | R PU
operation and outline of how sustained
operation of EGEE might be addressed.
DSA1.9 SAl Release notes corresponding to expanded INFN M24 35K R PU
production Grid infrastructure operational
DSA2.3 SA2 Revised SLAs and policies CNRS M24 237K R PU
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2 Objectives of the I3
2.A Project Objectives

The EGEE Vision

EGEE aims to integrate current national, regional and thematic Grid efforts, in order to create a seamless
European Grid infrastructure for the support of the European Research Area. This infrastructure will be built
on the EU Research Network GEANT and exploit Grid expertise that has been generated by projects such
as the EU DataGrid project, other EU supported Grid projects and the national Grid initiatives such as UK e-
Science, INFN Grid, Nordugrid and US Trillium.

The EGEE vision is that this Grid infrastructure will provide European researchers in academia and industry
with a common market of computing resources, enabling round-the-clock access to major computing
resources, independent of geographic location. The infrastructure will support distributed research
communities, including relevant Networks of Excellence, which share common Grid computing needs and
are prepared to integrate their own distributed computing infrastructures and agree common access policies.
The resulting infrastructure will surpass the capabilities of localised clusters and individual supercomputing
centers in many respects, providing a unique tool for collaborative computer-intensive science (“e-Science”)
in the European Research Area. Finally, the infrastructure will provide interoperability with other Grids around
the globe, including the US NSF Cyberinfrastructure, contributing to efforts to establish a worldwide Grid
infrastructure. The scope of the project is illustrated in Fig. 1.

2003 2004 2005 2006 2007
Year 1 Year 2 Year 3 Year 4

g Chemistry Biodiversity
S
% Astronomy Industry
.é" High Energy Physics Earth Observation Climate Modeling
& Bioinformatics
< Geophysics Nanotechnology
<
L
3
O 10 Sites 20 Sites 50 Sites 100 Sites (Global)
i 1K CPUs 3K CPUs 20K CPUs 50K CPUs
5 10 TB 50 TB 500 TB 1PB
]
2
x

Figure 1: Schema of the evolution of the European Grid infrastructure from two pilot applications in high
energy physics and biomedical Grids, to an infrastructure serving multiple scientific and technological
communities, with enormous computer resources. The applications and resource figures are purely illustrative.
The EGEE project covers Year 1 and 2 of a planned four year programme.

EGEE is a two-year project conceived as part of a four-year programme. Major implementation milestones
after two years will provide the basis for assessing subsequent objectives and funding needs. Given the
service oriented nature of this project, two pilot applications areas have been selected to guide the
implementation and certify the performance and functionality of the evolving European Grid infrastructure.
One is the Large Hadron Collider Computing Grid (LCG: www.cern.ch/lcg ), which relies on a Grid
infrastructure in order to store and analyse petabytes of real and simulated data from high-energy physics
experiments at CERN. The other is Biomedical Grids, where several communities are facing equally
daunting challenges to cope with the flood of bioinformatic and healthcare data — a prime example being the
Health Grid association (http://www.healthgrid.org/).

Given the rapidly growing scientific needs for a Grid infrastructure, it is deemed essential for the EGEE
project to “hit the ground running”, by deploying basic services, and initiating joint research and networking
activities before the formal start of the project. The LCG project will provide basic resources and
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infrastructure already during 2003, and Biomedical Grid applications will be planned at this stage. The
available resources and user groups will then rapidly expand during the course of the project, as illustrated in
Figure 1. To ensure that the project ramps up rapidly, project partners have agreed to begin providing their
unfunded contribution prior to the official start of the project.

The EGEE Mission

In order to achieve the vision outlined above, EGEE has a three-fold mission:

1. To deliver production level Grid services, the essential elements of which are manageability,
robustness, resilience to failure, and a consistent security model, as well as the scalability needed to
rapidly absorb new resources as these become available, while ensuring the long-term viability of
the infrastructure.

2. To carry out a professional Grid middleware re-engineering activity in support of the production
services. This will support and continuously upgrade a suite of software tools capable of providing
production level Grid services to a base of users which is anticipated to rapidly grow and diversify.

3. To ensure an outreach and training effort which can proactively market Grid services to new
research communities in academia and industry, capture new e-Science requirements for the
middleware and service activities, and provide the necessary education to enable new users to
benefit from the Grid infrastructure.

Reflecting this three-fold mission, the EGEE proposal is structured in three main areas of activity: services,
middleware and networking. These are described in the sections SA, JRA and NA of the proposal,
respectively, and key aspects for each of these areas are summarised below.

It is essential to the success of EGEE that the three areas of activity should form a tightly integrated
“Virtuous Cycle”, illustrated in Figure 2. In this way, the project as a whole can ensure rapid yet well-
managed growth of the computing resources available to the Grid infrastructure as well as the number of
scientific communities that use it. As a rule, new communities will contribute new resources to the Grid
infrastructure. This feedback loop is supplemented by an underlying cyclical review process covering overall
strategy, middleware architecture, quality assurance and security status, and ensuring a careful filtering of
requirements, a coordinated prioritization of efforts and maintenance of production-quality standards.

IR Qutreach : Requirements -
Mew Scientific Metworking Middleware
Community ) Activities ? Activities
Dissemination Implementation
Training ) Deployment
Established ¢ Networking Service
User Community Activities € Activities

Figure 2: The “Virtuous Cycle” for EGEE development. A new scientific community makes first contacts to
EGEE through outreach events organized by Networking Activities. Follow-up meetings by applications
specialists may lead to definition of new requirements for the infrastructure. If approved, the requirements are
implemented by the Middleware Activities. After integration and testing, the new middleware is deployed by the
Service Activities. The Networking Activities then provide appropriate training to the community in question, so
that it becomes an established user. Peer communication and dissemination events featuring established users
then attract new communities.
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2.B Relevance to the objectives of the Communication Network
Development — Grids Area

Integration of Activities

The various types of activities described in this proposal will be integrated principally through three
mechanisms:
e the communication flow of the project
e key horizontal activities that will span the project
e the overall management structure of the project
These three types of integration are detailed below
Integration through communication flow
The Networking, Joint Research and Service activities are strongly integrated through the cyclical process
that is required to introduce new scientific communities to Grid computing opportunities and inject new
resources into the infrastructure. This “Virtuous Cycle” is summarised in the figure above.
As well as this cyclical flow of information, regular meetings and conferences are necessary to diffuse
information effectively and rapidly throughout a large project. Based on the experience of successful efforts
to integrate activities in the European DataGrid project, a hierarchy of meetings will be implemented to
ensure strong and persistent integration efforts of the activities throughout the duration of the project. These
meetings include:
e Weekly conference calls of the management of activities;
e Regular site visits of project management team members to activity sites, to review status of
deliverables;
e Quarterly face-to-face meetings of the managers of all activities;
Biannual all-hands progress reviews of all activities in the project;
e Active use at all levels of an internal website to register and evaluate progress of activities, and
continuously update status of deliverables;
e Use of internal newsletter to ensure awareness of integration issues throughout the body of the
project staff.

Integration through key horizontal activities

Four key horizontal activities are planned in the project, which ensure integration of the activities:

e architecture of grid services and their operation

e requirements capture for new applications and operations issues

e quality assurance to ensure a high-level of service

e security addressing the concerns of the user communities and resource centres
An Architecture Team will provide the project with architectural oversight and an architectural strategy that
evolves flexibly with technological developments. In practice, the Architecture Team will involve key players
from all other technical activities in the project, and will report to the Technical Director.
The requirements of different user communities will be captured by representatives of the Applications
Interface activity. Similarly, the expectations of different resource centres, as service providers, will be dealt
with by the Regional Operations Centres, with the EGEE Operations Management providing overall
guidelines as well as legal and policy assistance. A cycle is envisioned by which the requirements captured
by these activities in the first three months of the project are effectively incorporated in the deployment of the
Grid infrastructure and associated Grid middleware reengineering over the first 15 months.
A quality assurance team, again involving persons in each technical activity, will provide uniform guidelines
on tools to be used and methods to be implemented in developing and deploying the necessary Grid
infrastructure. The Quality Assurance Head will report to the Project Director. It is anticipated that the quality
assurance team will be particularly active during the first six months of the project, setting up the necessary
framework for quality assurance that will be used throughout the project.
A security team will follow the different technical activities and provide input on security standards and
develop minimum-security measures to be implemented in the initial deployment of the Grid infrastructure.
As with quality assurance, it is expected that the security team will be particularly active during the first year
of the project, and the Security Head will report directly to the Project Director.
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Integration through management structure

The Project Executive Board will contain representatives of the three major categories of activity, as well as
Security and Quality Assurance Heads, and will be supported by a common project office. This Board will be
lead by the Project Director. This management team will follow on a daily basis the work of the partners to
ensure that all activities are developed according to a well-defined overall strategy, and react rapidly and in a
coordinated way to changes that could influence the direction of this strategy. The objective of the team will
be to continuously optimize and rationalize use of resources across the different activities, to stimulate
communication between all activities, and to intervene in case of perceived redundant or missing
components amongst the activities.

Integrated provision and increased performance of the infrastructure

The fundamental premise of this project is that the European research community will benefit from
integration of existing established national and regional Grid infrastructures together with existing European
and international testbeds.

The most advanced national activities today, such as the e-Science programme in the UK or the national
Grid programme in Italy, are at the forefront of global Grid developments and demonstrate the breadth and
depth of Grid research at the national level in Europe. However, such national programs are not coordinated
at present, and there is currently no provision for bringing other emerging national and regional Grid
infrastructures into a commonly shared set of resources.

This project builds on the competence and proven ability of the European DataGrid project, the largest Grid
software development project ever funded by the EU. Through this project, there is already experience of
running Grid services on a European-wide testbed. These initial efforts have still to be developed into reliable
round-the-clock Grid services.

To achieve true production level Grid services, a much higher level of integration of resources is necessary.
The programme of activities in this project will ensure coordination of further advances in middleware
technology. It will support reengineering and integration of existing middleware technologies to achieve and
maintain production quality middleware. The programme will further — and in contrast to previous efforts — set
as a primary goal the creation of a common operation infrastructure, operation centres and support centres.
In addition, the programme will provide a coherent training and dissemination programme to ensure a
managed and sustainable growth of the scientific community benefiting from the Grid.

Raising the level of performance of the infrastructures

Deployed in a coordinated way, the infrastructure aggregated in this project provides an unprecedented
computer power that is easily accessible to scientists. By maintaining the focus of the project on deployment
of core services, while in parallel developing advanced services, this project will provide European Research
Area with a unique competitive advantage, since no other region of the globe has plans to deploy a science
Grid of this size on this timescale.

This competitive advantage will translate into benefits for smaller, less-well resourced sites in the European
Research Area to access computing power that would otherwise be unaffordable. The competitive
advantage will also ensure more efficiently managed computing resources and avoid unnecessary
duplication of investment in the European Research Area. Finally, the dynamic allocation of unprecedented
total computing power on a pan-European Grid will provide opportunities for the scientific community to
tackle unprecedented challenges in computational science, which will in turn raise awareness of Grid
computing and attract an even wider community of users.

A key feature for ensuring integrated provision of infrastructure is clear and user-friendly access policy,
shielding users from the complexity of access to heterogeneous resources. This can be described as a
“European common market of computing and data processing”, and will contribute strongly to increased
performance of the infrastructure from the user perspective.
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2.C Long-term sustainability and structuring effect

Structuring effect

The project has already, in its conception phase, led to significant anticipatory structuring of the European
Research area, creating regional federations: Northern Europe (Belgium, Denmark, Estonia, Finland, the
Netherlands, Norway, Sweden), South West Europe (Portugal, Spain), South East Europe (Bulgaria, Cyprus,
Greece, Israel, Romania), Central Europe (Austria, Czech Rep, Hungary, Poland, Slovakia, Slovenia), which
aim to leverage national resources in a more effective way for broader European benefit. As the Grid
infrastructure is deployed, the project will further align national programs where they are strongest, and
identify and fill gaps in resources and technology yet avoid needless duplication.

CERN

Central Europe (Austria, Czech Republic,
Hungary, Poland, Slovakia, Slovenia)

Franca

Gemany and Switzerland

Ireland and LK

Itaky

Morthern Europe (Belgium, Denmark, Estonia,
Finkand, The Netheriands, Norway, Sweden)
Russia

South-East Europe (Bulgaria, Cyprus, Greeces,
lsrael, Romania)

South-West Europe (Portugal, Spain)

Russia

O

Figure 3: Map of the partner regions of EGEE. Details of representation for each partner country and
region can be found on www.cern.ch/egee

The structuring effects of the project will extend beyond the original participants, as it will support and
generate virtual organizations in specific disciplines. A case in point is a pilot application for the project from
the high-energy physics community, where the project will contribute directly to structuring and supporting
the virtual organization developing the Large Hadron Collider Computing Grid (LCG) in Europe. In turn, this
virtual organization will provide requirements and resources of value to the project. A second pilot application
will be directed at the needs of the biomedical Grid community, and will help to integrate emerging Grids
being operated by hospitals and bioinformatics research centers. This community is targeted because of the
relatively advanced state of Grid awareness and relevant applications software. Benefits of engaging this
community will flow both ways, as it will provide both requirements and resources for the infrastructure. A
third area of application development will target other virtual organizations in a range of scientific disciplines,
from climate modelling and biodiversity to mechanical engineering and nanotechnology, which are
anticipated to benefit greatly from a common Grid infrastructure. These will be integrated rapidly into the
project, providing further users, new requirements and resources.

From the point of view of individual computer centres in Europe, the project effectively structures the
exploitation of their resources by a range of virtual organizations, providing more efficient and wider-ranging
use of their facilities for all types of scientific applications, and increasing the added value of these
investments to science. Ultimately, the project will promote the development of a consistent and highly
integrated fabric of research infrastructures of the highest quality and performance in Europe and beyond,
and this will in turn help increase the mobility of individuals and ideas, both within the field of Grid computing,
and in the disciplines that will benefit from the established infrastructure.

The project is designed to interface closely with GEANT, to ensure that the deployed Grid profits fully from
the established high-capacity and high-speed communications networks already available for all researchers
in Europe. The project will also generate network development in conjunction with thematic priority 2
Information Society Technologies. This will occur in the form of high performance Grids and testbeds being
developed for specific scientific applications, for industrial uptake of the technology, and for extension of the
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infrastructure to specific computing infrastructures such as supercomputing facilities. This sort of activity is
anticipated to be supported by accompanying Special Support Actions. These related SSAs will ensure that
the deployed technology becomes deeply imbedded in the wider cyber-infrastructure of the European
Research Area, and strongly linked to US cyber-infrastructure and similar developments in other regions.

Sustainability effect

High-level research is increasingly complex, interdisciplinary and costly and requires constantly increasing
critical mass of resources. This project responds to these challenges and needs directly, in a way that few
individual organizations or even nations can do. Providing a unified Grid infrastructure for Europe supports
directly the eEurope Action Plan, as it provides improved IT services for researchers and students. Also, the
project will help to coordinate policies on Grid computing at national, regional and European levels, which will
ensure the long-term sustainability of the established infrastructure, and facilitate its extension to third
countries. Russia is a case in point, where an emerging Grid infrastructure is anticipated to be integrated
during the course of the project.

By deploying a European Grid infrastructure at this time, Europe ensures full benefits of its investment in
Grid technology to date, and sustains the considerable expertise and human capital that has been generated
in the European DataGrid project and related EU Grid projects. This sustained effort and relentless push
towards production-level Grid services for Europe will further enhance Europe’s lead position as an integrator
of Grid technologies, and as a Grid infrastructure provider.

It is planned that significant parts of the infrastructure be transferred over a four-year period to the private
sector. Uptake of the technology and its maintenance by will ensure an optimum long-term sustainable use
of the infrastructure on a European scale, in a way that responds effectively to market forces. Sustainability
in this later phase will be further enhanced through efficiency gains due to wide adoption of common
standards by industry, making the infrastructure easier to support, and creating opportunities for the
computing industry to provide generic solutions.

It is conceivable that after this period an established user community and resource providers will be able to
continue to expand the Grid infrastructure without needs for further EU financial help.

The re-engineered EGEE middleware, the established resource access policies and the overall Grid
management infrastructure will make the effort of maintaining and expanding the EGEE Grid sustainable at
optimal cost/performance rates for the ERA and wider end-user communities.

Clearly if additional EU funding would be secured in future, the process could be accelerated and new
communities would profit from and contribute to this infrastructure.
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3 Potential Impact

3.A Contributions to standards

One of the functions of the Operations Management Centre of activity SA1 is to drive the collaboration with
peer organisations in the U.S. and in Asia-Pacific to ensure the interoperability of grid infrastructures and
services. This is necessary in order that the EGEE user communities, that are frequently international with
wider membership than the EGEE partners, are able to seamlessly access resources both within and outside
those provided through EGEE. This it will do through encouraging collaborative projects and agreements on
tools, service definitions, standards and protocols, both directly with other grid projects and through
international standards bodies such as the Global Grid Forum (GGF).

The developments associated with implementing IPv6 networks will be monitored together with middleware
developments that are able to make use of IPv6-specific functionalities. A test-bed system based on IPv6
networking, and providing services that require that functionality (such as specific security provision for an
application), can be foreseen for evaluation once such facilities become available.

JRAL1 intends to select, maintain and support middleware components conforming to OGSA/OGSI standards
being proposed by the GGF. These standards are just being defined, and will certainly need to be improved
over the coming years. JRAL intends to contribute to the evolution of such standards based both on lessons
learned in the FP5 projects such as DataGrid, and experience to be gathered in EGEE by supporting the
components in a true production environment.

Commonly accepted international business practice standards demand compliance with quality management
and quality improvement specifications, such as the ISO 9001. The EGEE QA activity described in JRA2 is
inspired by such international standards to provide a structured approach to quality management, and
effective tools for describing and implementing reliable and well-managed Grid services.

Since EGEE will grow to cover a wide variety of applications both in the academic and economic domains
(see activity NA4), the common application interface tool-kit, that EGEE will progressively develop and
integrate in its middleware, will form a potential basis for a standard for the easy and powerful interfacing of
users with a grid infrastructure.

The Network Services Development Research Activity (JRA4) will work on the definition of standardised
network measurement query/response interfaces operating over currently existing heterogeneous
measurement infrastructures, with adequate authorization. The usage of IPv6 in a Grid context will also be
studied through this activity, focusing in particular on the advantages which might be offered to EGEE
through its use.

3.B Contributions to policy developments

The SA1 activity will address policy developments in several areas. These will include:

e Organisation of Certificate Authorities. The project will develop policies for negotiating project-wide
agreed sets of accepted CAs.

e Organisation of the Virtual Organisations. During the project policies for membership of Virtual
Organisations will be developed, including mechanisms for vouching for new members that requires
a chain of trust between the VO management down to the institution for which the VO member
works. These policies are closely associated to those of the Certificate Authorities. Organisation of
CAs and VOs will require policies to be developed in order that international agreements enabling
inter-grid operations required by many VOs will be possible.

e Policies for resource access and usage, and development of resource scheduling policies. Access to
resources is potentially subject to many constraints, and it will be essential to clarify under what
conditions VOs and their members may access resources provided by resource centres. Issues to
be addressed include scheduling and priorities.

e Grid security policies. An essential aspect of operating the infrastructure is the development of
appropriate security policies. These must be designed such that the needs and requirements of the
partner sites (resource centres, infrastructure centres) are satisfied, balancing the needs of privacy
of information of individuals, accountability, and traceability. These issues have been addressed
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somewhat in previous grid projects (EU DataGrid, LCG), but must be developed over the EGEE
project term.

One of the most important criteria to be measured when integrating a new application with EGEE will be the
potential added value brought by the Grid concept and EGEE powerful infrastructure. We will carefully
measure what has been achieved in each case, both quantitatively (i.e. resources made available) and
qualitatively (work that could not be have done otherwise). It is expected that these detailed reports will have
a major impact on policy-making by identifying areas of highest benefit.

3.C Risk assessment and related communication strategy

The risk management procedure for EGEE project is part of the EGGE Quality Plan defined under activity
JRAZ2. The risk management procedure defines rules to identify, estimate, treat and monitor risks.

The building of such a large scale virtual computing facility poses several potential risks. An obvious example
is that unauthorised people gain access to the facilities and make use of them to cause disruption/denial of
service to EGEE itself, use the facilities to launch attacks on other organisations or individuals, or use the
facilities to attempt to gain access to other computing facilities. The strategy to minimise these types of risk is
several-fold. Firstly the project will maintain active security activities in each project area, with a coherence
brought by the general security activity (JRA3). In SAL, a security group will be an inherent part of the
operational activities. The CICs and ROCs have security as one of their essential roles, with oversight and
policy development in the OMC. Secondly, as part of the SAl security work, the project will use a
documented risk assessment to focus efforts on the most serious risks in order to mitigate them where
possible. This risk assessment will be regularly updated, and will also guide the development of the security
and resource access policies.

As part of the dissemination activities it will be important that the actions undertaken by the security groups
are communicated to the partners, the applications groups and the general public. The operations security
groups will work with the dissemination activity to provide this information without disclosing information that
may be used to gain access to the facilities.
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4 Outline Implementation Plan for the full duration of the
project

4. A Activities

The EGEE project consists of 11 activities including 5 networking, 2 specific services and 4 joint research
activities. Each activity is described below.

4.A.1 Networking activities

The EGEE networking activities consist of five activities:
NA1: Management of the I3
NAZ2: Dissemination and Outreach

NA3: Training and Induction

A wDd P

NA4: Application Identification and Support
5. NAb: Policy and International Cooperation

Each of these is now summarised in turn:
Management of the I3

High quality management will be a key to the success of the EGEE Integrated Infrastructure Initiative. While
the lead partners of the project each have considerable experience of managing large projects, an I3 is a
considerably larger and more complex undertaking than previously attempted. Therefore, a management
structure is defined which seeks to build upon the partners’ established best practice and also to be of a
sufficient scale to manage such a complex project.

The structure (described in detail in activity NA1) has been designed to deal with the typical project
management challenges and problems associated with a diverse collection of scientific and industrial
partners. The major focus is the need to ensure that the management of EGEE provides the environment to
deliver dependable quality production services. This will be essential for the effective exploitation of the
results throughout the different scientific and industrial user communities interested in this project and its
overall success.

Dissemination and Outreach

The Dissemination and Outreach Activity will use several approaches to ensure that information regarding
the development and services of EGEE are actively communicated to the widest possible audience. The
objective being to encourage adoption of the EGEE technology and services across European academia and
industry.

The major approaches used will be:

e Alively up-to-date central web sites providing a one-stop-shop for all major project information, with
links to the regional web sites where localised information will be found.

e A series of focused email distribution lists that will be of interest to users and potential users of
EGEE services.

e Four major events of one-week duration, that will promote liaison between the EGEE project in an
open and cooperative way, to the potential users and decision makers.

TERENA will undertake the hosting and maintenance of the central web site and will be supported by the

other participants who will supply the technical content. TERENA will work with CERN, UEDIN and CNRS to
ensure that this material is put to best use in the production of PR material.
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Training and Induction

Creating a large, varied user community across Europe and beyond is one of the central objectives of the
EGEE. User Training and Induction activity — NA3 — which focuses on meeting the following objectives:

e To produce a portfolio of training material and courses from introductory to advanced user material.

e To use this material to train a wide variety of users both internal to the EGEE consortium and from
the external user groups from across Europe who will make use of the infrastructure.

e To ensure an EGEE Team Spirit is engendered early in the project’s lifetime.

The outcome of this activity will be twofold: firstly the creation of a well trained group of EGEE users across
the European Union and from a wide variety of disciplines, secondly the creation of a set of high quality
training material, in a variety of European languages. The activity will be lead by the UK National e-Science
Centre, building on its existing expertise in this area within the UK e-Science Programme. Supporting the
lead partner are 21 organisations from across Europe. These organisations will provide a focus for training in
their local region, assist with and run training courses and, where appropriate, translate training material into
their own language.

Application Identification and Support

The Application Identification and Support activity will support the induction of new users, new communities
and new virtual organisations into EGEE community. It will develop and disseminate appropriate information
to these groups proactively addressing them and their needs.

The objectives are to identify, through a well-defined integration procedure which starts with the
dissemination actions (NA2), a portfolio of early user applications from a broad range of application sectors
from academia, industry and commerce. A significant and well trained workforce will then be devoted to each
new selected community to support development and production use of all of its applications on the EGEE
infrastructure and thereby establish a strong user base on which to build a broad EGEE user community.

A special role will be given to two pilot application areas — Particle Physics and Biomedical sciences. These
two communities are already grid-aware and ready to deploy challenging real applications at the very
beginning of EGEE. They will provide invaluable feedback to the whole infrastructure.

A strong management and coordination structure will oversee the work in each application area, monitor the
integration process and optimize cross-application fertilization to define common application interfaces and
tools. This activity will deal primarily with expert representatives of communities. The goal is to ensure that all
EGEE users are well supported. The activity will assimilate and evaluate records of the work and provide
information to the requirements and planning activities.

Policy and International Cooperation

The Policy and International Cooperation activity will contribute to dissemination of EGEE results beyond

Europe, and help to set international standards that ensure the Grid is widely adopted.

The activity will focus on the delivery of:

e A series of cooperation agreements with regions from around the world.

e Through the establishment of a European elnfrastructure reflection group produce a series of
elnfrastructure White Papers and roadmaps.

e Management of co-operation with other European grid projects.

4.A.2 Specific service activities

The EGEE specific services activities consist of two activities:
1. SAZL: Grid Operations, Support and Management

2. SAZ2: Network resource provision

Each of these is now summarised in turn:
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Grid Operations, Support and Management

The Grid Operations, Support and Management activity (SA1) will create, operate, support and manage a
production quality European Grid infrastructure which will make computing, storage, instrumentation and
informational resources at many Resource Centres across Europe accessible to User communities and
virtual organisations in a consistent way according to agreed access management policies and service level
agreements. It will build on current National and International Grid initiatives which are already deploying
Grid infrastructures. The key aim in assembling this infrastructure is to incorporate and exploit existing
expertise and experience within the European Union in deploying, supporting and operating prototype Grids.
The LCG project will play a central role in providing an operational infrastructure from the earliest stage of
the EGEE Grid.

The key objectives of this activity are to provide the following functions:
Core Infrastructure services;

Grid monitoring and control,

Middleware deployment and resource induction;

Resource and user support;

Grid management;

International collaboration.

The originality of this activity lies very much in its strong production focus and the scale and breadth of its
pan-European and world-wide multi-disciplinary target user constituency. No Grid project in the world has to
date attempted to construct a production infrastructure on such a large scale. The Grid-empowered
infrastructure will be open to the entire European Research Area, with strong links to infrastructures also
outside the EU. The excellence derives from the quality of the partners of EGEE, especially the depth of their
experience in Grid technologies and operations gained from participation in successful Grid test-bed
projects, and the level of computing and storage resources provided.

The main purpose of the EGEE Grid Operations, Support and Management activity is to make the resources
at the Resource Centres accessible to user communities structured as virtual organisations across Europe in
a professionally managed, persistent, reliable and secure way.

The objectives are implemented through a layered structure of operations and management activities:

e Layer |: Regional Operations Centres (ROC) which deploy Grid middleware at Resource Centres
to connect resources to the EGEE Grid and provide geographically local front line support to both
users and Resources Centres, eventually on a 24x7 basis.

e Layer Il: Core Infrastructure Centres (CIC) which provide the basic service infrastructure of the
Grid, operating the key services which connect users with resources. The CICs will also support the
Regional Operations Centres. The CICs will guarantee eventual 24x7 operations.

e Layer lll: Operations Management Centre (OMC) which manages the operation of the entire
EGEE Grid from a single centralised location.

In addition there are the Resource Centres that provide and manage the computing, storage, and network
resources.

Network Resource Provision

The Network Resource Provision activity (SA2) will capture requirements from EGEE users in terms of
network capacity and service class. It will perform aggregate modeling, derive Service Level Specifications
for network provision, create Service Level Agreements with the network providers, and monitor SLA
adherence against aggregate traffic (demand) and network performance (supply). It will manage the
relationship between EGEE and the network providers, through a formal liaison body. The SA2 activity will
be managed by CNRS/UREC and realised in cooperation with RRC Kl and unfunded effort from DANTE and
the NRENS.
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4.A.3 Joint research activities

The EGEE joint research activities consist of four activities:
1. JRAIL: Middleware Engineering and Integration Research
2. JRA2: Quality Assurance
3. JRAS: Security
4. JRAA4: Network Services Development

Each of these is now summarised in turn:
Middleware Engineering and Integration

The objective of the Middleware Engineering and Integration Research Activity (JRA1) is to provide robust
middleware components, deployable on several platforms and operating systems, corresponding to the core
Grid services identified and developed in earlier projects. This activity aims to do the minimum original
implementation of middleware necessary to achieve this goal; instead, the originality of the activity lies in
selecting, potentially re-engineering and integrating a set of reliable production-quality services that together
form a dependable and scalable infrastructure that meets the needs of a large, diverse e-Science user
community. The evolution of such a set of middleware components towards a Service Oriented Architecture
(SOA) adopting emerging standards such as OGSI is an important goal of this activity. The JRA1 activity is
lead by CERN and includes CESNET, DataMAT, INFN and CCLRC.

Quality Assurance

Quality assurance activity (JRA2) is the planned and systematic set of activities that ensure that processes,
products and operation services conform to EGEE requirements, standards, procedures, and to the required
level of services. Quality assurance will be integrated in each project activity, in order to enable the
production-quality operations of an international Grid infrastructure. The JRA2 Quality Assurance
Management team (QAM) is in charge of the overall project quality and coordinates the Quality Group
composed of QA representatives from each activity. The main role of QA representatives is to ensure that
quality measures as agreed are applied inside their activity group. The execution of the verification and
testing activities is the responsibility of the individual activities. The JRA2 activity is managed and realised by
CSSl and CNRS.

Security

The goal of the Security activity (JRA3) is to enable the deployment of a production-quality Grid that includes
services, resources and applications that are security-conscious and handle sensitive information. More
specifically, the work will help enable a grid infrastructure with: an increased level of security of sites
involved; a rapid response to intrusions; sound authentication procedures, accepted by both sites and users;
and a solid authorization and accounting system.

Network Services Development

The Network Services Development activity (JRA4) is composed of two tasks: resource
allocation/reservation and network performance monitoring, both of which have a network-specific
dimension. These tasks are aimed at the evolution of research-level techniques into production-level Grid
services, requiring development of what is currently available and implementation of appropriate interfaces,
followed by deployment across the network domains of the GEANT/NREN networks. The JRA4 activity will
be managed by UCL with DANTE contributing to the resource reservation task, and DFN and CNRS/UREC
contributing to network monitoring.
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4 B Plans

4.B.1 Plan for using and disseminating knowledge

The knowledge and information accumulated by the EGEE partners will be used to feed technical content to
the Dissemination and Outreach activity. A major vehicle for the dissemination activity will be a lively and up-
to-date EGEE central web site hosted at TERENA. This will be supplemented by focused email distribution
lists and web based collaborative tools hosted at TERENA. The material will also be used as the source for
the production of printed material that can be used to support conferences, workshops and training sessions.
CERN will use the material in support of their contacts with the media.

In order to give some exposure to the types of services that can be expected from EGEE, CERN and
TERENA will develop a portal on the external web site giving demonstration access to a limited range of Grid
applications. The full plans for using the knowledge and information acquired in the EGEE project will be
defined in the "Project Information Dissemination Plan", scheduled for delivery in month 3 and updated in
month 9 of the project.

4.B.2 Gender Action Plan

Most of the partners in EGEE are scientific organizations with an established policy of equal gender
opportunities. CERN, the leading partner, has an excellent record history with an equal opportunity
programme established long time ago.

Gender includes two deliverables related to gender action: a gender action plan early in the project (DNA1.2)
and a report on the effect of the plan at the end of the project (DNA1.4)

4.B.3 Raising public participation and awareness

The level of awareness of the possibility of using the EGEE services and technology will be raised through a
number of measures. The central web server will be a major vehicle for mass exposure of the project to the
online community. Email lists, bulletins and online collaborative tools will all be used to draw potential users
into the EGEE community. The four EGEE conferences will be used to target a wider audience in the
academic and commercial sectors and CERN will use their contacts in the media to provide as high a level of
exposure on radio, TV and the press.

Page 50 of 212



SEGG

Enabling Grids for
E-science in Europe

508833 29/01/2004

4.C Milestones

Major Milestones and deliverables over full project duration

MO1 MNA2.1.1  External customer facing web site, mailing lists and web based tools

MO01 MNA2.2.1 Internal project facing web site, mailing lists and web based tools

MO1 MNA4.1 Definition of requirements from applications and first version of associated testsuite

MO3 MSA2.1 First meeting of EGEE-Geant/NRENSs Liaison Board

M03 MNA2.3.1 Dissemination Plan including a formal planning for using and disseminating knowledge throughout
the project (including target audiences and measures for success)

M03 MNA3.1 Training and induction planning phase complete

M04 DNA5.1.1  elnfrastructure reflection group meeting and associated White Paper

MO5 MJIRA2.1 QA website deployed including Quality Plan, procedures and standards

MO6 MSA1.1 The initial pilot production grid will be operational. The infrastructure will include 4 Core Infrastructure
Centres, 9 Regional Operations Centres, and at least 10 Resource Centres. The system will be
based on the best existing middleware. An associated deliverable (DSAL.2) is a set of release notes
relevant to this service and describing it

M06 MJIRA4.2 Definition of initial network performance metrics and composite measurements required.

M06  MNA4.2 First applications migrated to the EGEE infrastructure

M06 MNA3.2 First user training material and induction course available

M09 MNA1.1 Successful completion of first review

M09 MNA5.1 European Grid project synergy roadmap. First draft elnfrastructure White Papers issued

M09 MSA2.2 Initial requirements aggregation model, specification of services as SLSs on the networks

M12 MSA2.3 Operational interface between EGEE and GEANT/NRENS.

M12 MJIRA4.2 Prototype tool to access network performance metrics from a limited set of measurement points

M12 MNA3.3 First external review of User Training and Induction with feedback

M12 DNA5.3 Progress report on International Cooperation Activities

M12 DJRAL.3 Software and associated documentation (Release 1)

M14 MSAL1.3 The first full production grid based on EGEE middleware. An additional Core Infrastructure Centre in
Russia will be on-line in addition to the existing 4 CICs and 9 ROCs, and the service will provide
access to at least 20 Resource Centres. Associated deliverables (DSAL.5) will be the corresponding
release notes, and the first release of the EGEE Infrastructure Planning Guide (“cook-book™)

M15 MJIRA4.4 Prototype bandwidth reservation within static network configuration

M15 MNA2.3.3 Final Version of the Dissemination plan available (including exploitation details provided by project
partners)

M15 MJIRA4.7 Specification of end-to-end bandwidth reservation system

M18 MNA1.2 Successful completion of second review

M21 DJRAL1.6 Software and associated documentation (Release 2)

M24  MSALlS5 A second generation production service using second major release of EGEE middleware. At least 50
resource centres will be accessible through the service. Associated deliverables (DSA1.6) include
updated release notes and Infrastructure Planning Guides

M24  MNA3.4 Second external review of User Training and Induction with feedback

M24  MNA1.3 Successful completion of third and final review
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5 Detailed implementation plan

5.A Networking Activities

Just as the EGEE services will build on and integrate national facilities, so too, EGEE’'s plan for
disseminating knowledge will benefit from existing national and European efforts by organisations with a
track record in dissemination. The organisations responsible for the wide dissemination of information about
the project will address research and industrial organisations that may benefit from EGEE. The goal is to
ensure that potential users in all relevant disciplines are attracted to use EGEE. We are committed to
engaging with both the research and industrial/commercial communities and we propose a number of
focussed methods to reach out to them. We intend to grow both our existing user base and new sectors from
both academia, industry and commerce. We expect to be judged on our ability to attract new applications
and new users to the Grid.

The project’s dissemination plan includes support for the induction of new users, new communities and new
virtual organisations into the EGEE community as shown in Figure 4. It will develop and disseminate
appropriate information to these groups proactively, taking into account their specific needs. The
dissemination plan includes the operation of help desks and consultancy services dealing primarily but not
exclusively with expert representatives of communities. The goal is to ensure that all EGEE users are well
supported. The dissemination plan includes assimilation and evaluation of records of this work and provides
input to the requirements and planning activities of the project.

The dissemination plan provides for four activities: Dissemination and Outreach, User Training and Induction,
Application Identification and Support and International Cooperation. The continuous progression of EGEE
users that is supported by the dissemination plan is illustrated in the following diagram. We emphasize that
there is no sharp boundary between attracting new users and their development to experts and leaders. We
will have a strong focus on the encouraging new applications and new user domains to make use of the
EGEE Grid infrastructure, thereby increasing the need and take-up of the Grid across Europe.

. — Info & Intro
People unaware Dissemination Contacts Events Tentative New
of EGEE —_— interested In EGEE m— Users
Peer Communication Tutorials
(Publications, Consultancy
Conferences, etc.) User Support
: Training &
Collaboration
Innovators & Support .
¥ Expert Users Committed
Science Leaders — & Enthusiasts — Users

Figure 4: The “Virtuous Cycle” for EGEE development, emphasizing the role of the Networking activities. The
step between “Tentative New Users” and “Committed Users” involves in practice: capture of requirements and
reengineering and deployment of middleware adapted to the user needs (if necessary).

The dissemination plan must be managed in close correlation with the deployment of the EGEE
infrastructure because: (1) the rate of attracting and developing users must match EGEE’s capacity and
requirements, (2) information from development and operations provides the content, (3) information
gathered from users must inform EGEE'’s operations and development, and (4) staff interaction and carefully
managed staff involvement in other activities will accelerate knowledge pool development. This management
may include scheduling the approach to particular potential user groups, particular research disciplines and
particular geographic regions.
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Target End Year 2 End Year 4
Number of Users = 3000 = 5000

Respectability

= 15% peer reviewed

= 50% peer reviewed

Breadth 2 5 disciplines = 5 disciplines
Multinational = 15 countries = 15 countries
Multilingual 2 4 languages > 8 languages

Table A: General EGEE targets for uptake, to be facilitated by activities in the dissemination field.
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5.A.1 Activity NA1 - Management of the I3

5.A.1.1 Quality of the Management of the 13

High quality management will be a key to the success of the EGEE Integrated Infrastructure Initiative. While
the lead partners of the project each have considerable experience of managing large projects, an I3 is a
considerably larger and more complex undertaking than previously attempted. Therefore, a management
structure is described below, which seeks to build upon the partners’ established best practise and also to be
of a sufficient scale to manage such a complex project.

The structure has been designed to deal with the typical project management challenges and problems
associated with a diverse collection of scientific and industrial partners. Our major focus is the need to
ensure that the management of EGEE provides the environment to deliver dependable quality production
services. This will be essential for the effective exploitation of the results throughout the different scientific
and industrial user communities interested in this project and its overall success.

As indicated above, the project will be managed using an overall management structure built on the basis of
the experience gained by some of the proponents and by the proposed lead and coordinating partner in
similar large EU projects and in particular in the EU DataGrid project. The managerial structure of other
successful projects of a scale comparable to EGEE shows a very similar internal organisation.

5.A.1.1.1 Detailed structure

Because EGEE aims to integrate various national and international Grid infrastructures it will require an
overall central management organisation flexible enough to smoothly integrate with the pre-existing
management infrastructures, while on the other hand it will require enough authority to lead and control the
overall development of the joint research activities and the provision of the planned services.

The lead partner will appoint a dedicated overall Project Director. Dr. Fabrizio Gagliardi, the designated
project director, has repeatedly demonstrated his considerable experience and skills in organizing and
running large international projects. His most recent notable success has been the management of the EU
DataGrid project (www.edg.org).

He will be assisted by a project office, modelled on the basis and the experience of the EU DataGrid project,
but expanded and strengthened to meet the requirements of the EGEE 13. In particular the senior CERN
management have recognised the need to provide dedicated financial and legal support to the project in
order to ensure that the financial and legal responsibilities, passed from the European Commission to the
coordinating partner in the context of the new Framework 6 instruments, are properly resourced.

A senior financial administrator, two administrative assistants and a project secretary will form the
administrative part of the office. The EGEE project office will receive assistance from the CERN legal
services during the project negotiation and execution; if necessary a dedicated budget line will be allocated
for specific legal consulting.

The management staff funded via activity NA1 is summarised in Table B below.

Role Effort in FTE
Partner (EU funded + unfunded)
CERN Project Director 1.0+0.0
CERN Technical Director 1.0+0.0
CERN Financial Administrator 1.0+0.0
CERN Administrative Assistant 2.0+0.0
CERN Project Secretary 1.0+0.0
total 6.0+ 0.0

Table B NA1 effort (funded and unfunded) in FTEs

A public relations (PR) and dissemination officer and a documentation/WEB publishing assistant will
complete the Project Office staff but are included in the funding of activity NA2.
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In parallel with the financial and administrative management, the technical and scientific management
structure will be composed as follows:

e A Technical Director will be in charge of the overall coordination of the various technical activities (each
of these activities will deploy their own internal technical management structure) and will act as Deputy
Project Director. Dr. Robert Jones has been designated for this position.

e An Operations manager will be in charge of the overall operation of the EGEE Grid infrastructure. In the
first phase of the project this role will be performed by the LCG Operations manager. Dr. lan Bird has
been designated for this position.

e A Middleware manager supervising the Middleware re-engineering and coordinating the middleware
activities in the middleware clusters. Mr. Frederic Hemmer has been designated for this position.

e A Quality Engineer Head responsible for overall quality assurance across all activities of the project. Mr.
Gabriel Zaquine has been designated for this position.

e A Security Head responsible for overall grid security aspects across the middleware re-engineering and
grid operations activities of the project. Mr. Fredrik Hedman has been designated for this position.

e The Manager of the dissemination, outreach, training activities. Prof. Malcolm Atkinson has been
designated for this position.

e An Application manager responsible for representing all the application domains that make use of the
grid infrastructure. Dr. Guy Wormser has been designated for this position.

e A Network Head responsible for network provision and developments for the grid infrastructure. Mr
Franck Bonassieux has been nominated for the position.

All these managers will form the Project Executive Board (PEB). With the exception of the project and
technical directors, the PEB members are funded via the appropriate activity. This board will meet weekly (in
person or by telephone conference calls) and ensure the daily management of the project. The Project
Director will chair and manage this board.

The heads of the transversal activities (Quality Assurance, Security) are present in the Project Executive
Board to ensure appropriate managerial awareness on these very critical issues and prompt reaction in case
of problems from the senior project management.

Given the strong interdependency between EGEE and one of the two main pilot applications (Particle
Physics) at least in the launch phase, the head of the Operation is provided by the correspondent position in
the LCG PEB (www.cern.ch/lcg).

Conversely the Technical Director and the Middleware manager will participate in the LCG PEB. The EGEE
Project Director will liaise directly with the LCG Project Leader and exchange participation in the relevant
senior boards.

Since CERN is leading partner of both projects and both the above positions will be covered by CERN senior
staff, any potential conflict will be resolved in a conciliation procedure sponsored by the CERN Director
General.

5.A.1.1.2 Detailed technical management structure

The scientific strategic direction of the project will be set by the Project Director with the advice of the
External Advisory committee and in agreement with the PEB. These plans will be presented and discussed
twice a year at the General Project Conferences.

The General Project Conferences will also host meetings of the External Advisory Committee. This
committee will be composed of internationally recognized experts in the Grid field. They will advise the
Project Director on the validity and relevance of the project plans in an international and worldwide Grid
context.

The Project Executive Board will hold on a quarterly basis (or more regularly if urgent issues arise) expanded
meetings including other key technical project members and representatives of the major user communities.
At these meetings the project deliverables and quarterly reports will be reviewed and approved before
submission to the EU. The meetings will be assisted by a professional independent reviewer to be contracted
by the Project Lead partner. The EU DataGrid, among other projects, has successfully used this approach,
which has also been highly valued by the EU and the EU independent reviewers.
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Successful internal review of the project deliverables on a quarterly basis will be an indispensable condition
for continued financial support of the participating partners.

The consortium agreement will specify clear conditions by which responsibility and correspondent EU
funding will be re-assigned to other partners in case of persistent failure to pass the internal review process.

The Quality Assurance Head will be responsible for assuring that the agreed project quality criteria are
applied to all aspects of the project. This person will lead a Quality Board composed of quality engineers
from all of the project’s activities. This Board will meet monthly and interact on a daily basis by e-mail.

Security is a major priority for the infrastructure. An overall Security Head will therefore be appointed from
the partner responsible for this activity to propose, implement and monitor the project’s security architecture,
and this person will be part of the Project Executive Board.

The head of the dissemination, outreach and training activities will ensure that the activity of the partners
responsible for, dissemination, education, training, consulting and outreach are progressing properly and are
on track and in line with the overall project plans and progress.

The head of the applications support will be responsible for guiding the application domains in their migration
to the grid infrastructure and ensure their requirements are met via the work of the grid operations and
middleware re-engineering activities.

The head of networks will be responsible for ensuring the provision of network facilities for the grid
infrastructure and the relations with the NRENs and Geant.

All the key technical activity managers and heads will be nominated by the Project Director and approved by
the Project Management Board. They will be fully charged to the various activity lines budget and fully
funded by the EU. They will be 100% dedicated to the project.

5.A.1.1.3 Reporting lines

The Project Director will be supported by the Project Office, lead the Project Executive Board and report to
the Project Management Board (PMB). The Project Director will act as a single point of contact to the EU
authorities and will be responsible for constant, appropriate communication between the EU and the PMB.
The Technical Director will be the Project Director’'s deputy. He will be responsible for the overall technical
coordination of the project with the advise of the members of the PEB cross-activity groups.

The Project Director will be the scientific secretary of the PMB and be responsible for maintaining the PMB
action list and ensuring it is acted upon. An administrative secretary will be responsible for taking notes,
publishing and distributing meeting agendas and all relevant documents, in addition to taking care of any
PMB logistics.

The Project Director will agree and prepare the agenda for the PMB meetings with the PMB chair. The PMB
chair will be elected at a simple majority vote by the PMB members. He or she will be in charge for a 6-
month term. The Project Director will act as PMB deputy chair when required.

PMB members will be nominated by the principal partners of the project according to the procedure defined
in the Consortium Agreement. The PMB will be responsible for ensuring that the EU contract is properly
executed and that the terms of the agreed EGEE Consortium Agreement are properly implemented. The
project consortium agreement will cover all aspects of the relations between partners, their responsibilities,
liabilities, ownership of IPR, licensing, and exploitation issues. Furthermore, the consortium agreement will
also address conflict resolution methods. It will be signed once the project has been negotiated with the EU
contract coming into force.

The PMB members will also be responsible for ensuring direct administrative and managerial links to their
respective regions and stakeholders. This will allow for the smooth integration of the overall EGEE project
management with the respective regional and national authorities.

It is foreseen that a meeting with all the project partners (Collaboration Board) will be held during the project
conferences (every 6 months). The EGEE management structure and reporting lines are illustrated in Figure
5.
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Figure 5 EGEE management structure

5.A.1.1.4 Information flow

The project will make full use of a comprehensive project management website to ensure a constant, high
quality information flow to all partners. This website will act as a repository for all relevant documents,
distribution lists, electronic bulletin boards and meeting information. It will be operated by the Project Office
and be linked to the overall project Web site. The main dissemination, support and training website will be
open to a much wider community. The individual project activities will maintain their own working Web sites,
which will also be linked as appropriate to the main dissemination website.

Quarterly newsletters, distributed via dedicated mailing lists and the twice yearly Project Conference will
ensure a wide information flow and dissemination activity. At these project conferences, representatives from
other relevant projects will be invited to talk and ensure synergies and opportunities for cooperation — both
with other European projects and other international projects — are identified and acted upon.

The Project Conferences, organised via activity NA2, will be held in several locations around Europe, rotating
amongst the various main project partner sites. For these meetings, the local Grid infrastructure
management will be responsible for the logistics and also encouraged to co-locate their major local Grid
events with this meeting. Other specific outreach and training events will be held in conjunction with these
project conferences. The end-user communities will be invited to these project conferences to provide
feedback on the use of the project infrastructure and to discuss future project plans.

Project user groups and representatives from industry (members of the EGEE Industry Forum) will hold their
meetings at these conferences and provide input and feedback to the project.

5.A.1.2 Quality of the plan for using and disseminating knowledge

EGEE will be a provider of computing and data access services as pervasive in nature as the research
networking services provided by the GEANT and NREN networks. Other EGEE activities focus on the
development and operational aspects of the service. The Networking activities described in the next sections
focus on the creation and support of a community of EGEE users across Europe that is as inclusive as
possible.

Just as the EGEE services will build on and integrate national facilities, so too will EGEE’s Training &
Induction and Dissemination & Outreach activities. These activities will be responsible for the wide
dissemination of information about the project to research and industrial organisations that may benefit from
EGEE. The goal is to ensure that potential users in all disciplines are attracted to use EGEE.
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The Application Identification and Support activity will support the induction of new users, new communities
and new virtual organisations into EGEE community. It will develop and disseminate appropriate information
to these groups proactively addressing them and their needs.

This activity will deal primarily with expert representatives of communities. The goal is to ensure that all
EGEE users are well supported. The activity will assimilate and evaluate records of the work and provide
information to the requirements and planning activities.

The Policy and International Cooperation activity will contribute to dissemination of EGEE results beyond
Europe, and help to set international standards that ensure the Grid is widely adopted.

To achieve a sufficient rate of induction of new users and to support existing users and developers, an
extensive organisation is necessary. Two sites, the UK National e-Science Centre and TERENA, will lead
this organisation, recruiting, assisting and overseeing other sites, which will provide services more locally
using materials developed at the lead site. Each partner site is expected to have an existing track record in
training and outreach and to offer facilities for hosting networking events.
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5.A.1.3 Summary
Activity number : | NA1 Start date or starting event: start of project Project start
Participant: 1 4, 6. 7 8. 9. 11. 13 14 15
CER KFK- Il- JSI | TCD
N CES | ELUB RMK MTA | NIIF | ICM SAS
NET | -
SZT
AKI
Expected Budget 1745 | 6 6 6 6 6 6 2 6 6
per Participant:
Requested Contribution | 1745 | 6 6 6 6 6 6 2 6 6
per Participant:
Participant: 16 17 18 19 20 21 23 24 25 26
CCL |UE |PPA |UCL |CEA/|CG |CSSI |CRS | DES | DKRZ
RC DIN | RC DSM | G A Y
Expected Budget 6 6 6 6 6 6 6 6 6 6
per Participant:
Requested Contribution | 6 6 6 6 6 6 6 6 6 6
per Participant:
Participant: 27 28 29 30 32 33 34 35 37 38
FhG FZK | GSI DAT | TER | VUB | KU- UH- | SAR | UVA
AMA | ENA NATF | HIP A
T AK
Expected Budget 6 6 6 6 6 6 6 6 6 6
per Participant:
Requested Contribution | 6 6 6 6 6 6 6 6 6 6
per Participant:
Participant: 39 40 49 50 51 52 53 54 55 56
uiB VR | CLPP [ UCY | GRN | TAU | ICI LIP CsIC
-BAS ET CES
GA
Expected Budget 6 6 6 6 6 6 6 6 6 6
per Participant:
Requested Contribution | 6 6 6 6 6 6 6 6 6 6
per Participant:
Participant: 57 58 59 63 64 68 69 70
IFAE | INT | UPV | KTH | ENE | DAN | DFN GAR
A A TE R
Expected Budget 6 6 6 6 6 6 6 6
per Participant:
Requested Contribution | 6 6 6 6 6 6 6 6
per Participant:

Objectives

e Overall project management and reporting to the EU
e Daily management of the project activities, resource allocation and monitoring
e Conflict resolutions and corrective actions

Description of work

1. Set up the overall management structure according to the management plan
2. Nominate and hire the necessary key technical positions
3. Run the necessary management boards and bodies
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4. Ensure timely delivery of project deliverables to the EU

5. Implement and oversee the appropriate quality control on the project deliverables including a formal
internal review process

6. Document and disseminate project results in coordination with the project dissemination line of activity
and responsible partners.

Deliverables
DNA1.1.1-8 M3 (CERN) Quarterly periodic reports
DNA1.2 M3  (CERN) Gender Action Plan
DNA1.3.1 M9  (CERN) Periodic report
DNA1.3.2 M18 (CERN) Periodic report
DNA1.3.3 M24 (CERN) Periodic report
DNA1.4 M24 (CERN) Report on Gender Action Plan

Milestones® and expected result

MNAL1.1 M9  Successful completion of first review
MNAL1.2 M18 Successful completion of second review
MNAL1.3 M24  Successful completion of third and final review

The successful completion of the second review should entail submission of a second two year project

Justification of financing requested

A project of this size will require at least 7% of the total requested EU funding for the overall project
management. This will be complemented by the support of the administrative and legal services of the
coordinating partner and the other participating partners and the EU unfunded management of the regional
Grid infrastructures. The requested funding include personnel costs for the Project Office, travel, office
equipment and consultancy costs (legal and project external reviewers).

Please note: The other partners are present in NAl to cover the cost of producing the audit
certificates for each reporting period.

® Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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5.A.2 Activity NA2 - Dissemination and Outreach

5.A.2.1 Objectives and expected outcome of the activity

The objectives of the dissemination activity are to:
e Disseminate the benefits of the EGEE infrastructure to new user communities ensuring an
appropriate message is delivered to each of them.
e Provide a clear path to the new user induction mechanism in order that new contacts may be
converted to real users.
e Ensure the information tools needed by each audience are available to support the growth of many,
varied, individual user communities.
e Identify EGEE's target new user community audiences and applications.
e Plan how and when to approach these user communities.
The expected outcome of the activity will be the establishment, in conjunction with Networking Activities, NA3
to NA5, of a large, well informed EGEE user community spanning many scientific and industrial disciplines
that bring many different applications to be used on the EGEE Grid infrastructure.
The central purpose of this activity is to ensure that as many potential users of EGEE as possible are aware
of the services available and that they know how to become an EGEE user. The challenge is to reach new
communities, such as new research disciplines, new industrial and commercial groups and branches of
government. Extension and support of existing communities is also required.
The following mechanisms will be used:

1. The operation of a lively, up-to-date and technically informative one-stop web site, which will be
progressively extended to address further potential groups of users and languages.

2. The support of mail lists and web based collaborative tools to enable notification, communication and
to encourage specialist group formation.

3. The organisation of presentation of talks in collaboration with the other project partners at a large
number of relevant meetings of researchers, engineers, biomedical, businesses and governmental
meetings, N.B. these are meetings specific to disciplines and potential user communities, e.g. an
EGEE representative would talk at a pharmacology meeting.

4. Visits to industrial and research centres, using the EGEE community’s combined set of contacts.

5. Organisation of project conferences. Each year there will be one event aimed at bringing the EGEE
partners, users and potential users together at a project wide conference. Additionally each year
there will be an open event aimed at the wider community of users and potential users of Grid
technology and service. These meetings will provide showcases targeted at attracting and informing
decision makers from industry, government and research organisations. It is possible that such
events would benefit from being co-located with a major and influential event. The TERENA
conference such as TNC, is being explored along with other suitable events.

6. The production and dissemination of publications, such as press releases, introductory brochures
and papers. The project will work with DG INFSO providing input to their publications as appropriate.

7. The project will use the Commission concertation activity to maximise cooperation with other related
projects that are expected to start in the area of Research Infrastructure, this will be undertaken as
part of EGEE activities in NA5.

8. Co-operate with related EU funded projects to organize joint grid events.

9. An internal website and web based collaborative tools will be provided by CERN to facilitate good
internal communications between the partners.

During the first month of the project, a brief project presentation including sections on project overview,
participants, costs, funding, technical approach and expected achievements and impacts will be produced.

An important aspect of this work is proper integration. For example, brochures, papers, web site material and
papers must provide follow-up material for mechanisms 3, 4 and 5. The proper follow-up of leads and
interested people, through to induction and training is essential. This follows the path shown in the diagram
below. Figure 6 illustrates the components of the EGEE dissemination and outreach processes.
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Figure 6: Overview of Outreach and Dissemination task breakdown

Resources are required for each of the above mechanisms. This will be coordinated predominantly by
TERENA, and augmented by CERN & UEDIN and the other partners involved in Networking Activities.

A crucial deliverable is the induction and support of users as described above. A complete description,
including user documentation and tutorial material will be on the web site, in at least one language by Project
Month 6 (PM6). This will be achieved by collecting existing material, making it available on the Web, and by
coordinating conference presentations. The collection of material from the partners, preparing for
dissemination and hosting of the central web site will be undertaken by TERENA.

There will be at least 10 presentations coordinated by CERN and delivered by speakers, chosen among the
key project members, per year with appropriate supporting publications. This depends on collating existing
material at the start of EGEE, e.g. from DataGrid, GRIDSTART, UEDIN and Globus, and on input from other
EGEE teams. This will be organised jointly by UEDIN and TERENA.

There will be twice yearly Project Conferences showcasing EGEE achievements and potential applications.
Each year one of these events will be oriented towards the needs of current and potential new users within
the academic community already familiar with the Grid concept. The first four days will focus on EGEE and
its then current user and developer community from academia and industry. The latter two days be directed
at new users, particularly industry and business, and the combined contact databases of the EGEE
consortium, as well as other publicity, will be used to attract participants.

A second larger event will be held each year with the objective of attracting a much wider audience,
providing a showcase to informing decision makers from industry, government and research organisations.

It is anticipated that other events could be co-located with the project conference to increase synergy and
optimize cost. The events will in principle have the duration of a full week, normally starting on Sunday to
allow for cheap airfares. Collocating of EGEE conferences with a major TERENA event such as TNC and
other influential events is being explored to ascertain what synergies and benefits could be achieved

The success of these events will be measured by the number of participants who are induced to progress
towards a closer relationship with EGEE, as shown in Table A. The percentages represent the proportion of
new participants from industry, business and government.

Measure of success End Year 2 End Year 4
New Contacts via Web Site and Publications = 500 per year (10%) = 500 per year (20%)
New Contacts via Presentations at Meetings = 500 per year (10%) = 500 per year (20%)

Table C Measures of success in the dissemination field
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5.A.2.2 Participants

This section presents an outline of each of the partners involved in these activities. To avoid repetition the
following list is referenced in the texts of NA3 and NA4. Specific details of the finances requested per
participant and for 3" party support vary and are therefore given per Networking Activity. Each of the
partners’ roles is described in turn (see Figure 7), starting with the partner tasked with coordinating these
activities.

O Lead Networking Centre
@ Pilot Application Centre

® Regional Networking Centre

Figure 7: Distribution of Networking activities NA2-NA4 over Europe. The symbols illustrate regional distribution and
do not reflect precise geographic location of activities. Lead partners are UEDIN (UK) for overall leadership and also
Training and TERENA (Netherlands) for Dissemination and CNRS in France for the Applications Interface coordination.
The different application domains are coordinated by CNRS for the biomedical area with support from the South West
Europe Federation, CERN for high energy physics and INFN in Italy for general applications with support from the
Central Europe Federation.

TERENA: The Trans-European Research and Education Networking Association (TERENA), the association
of European National Research and Education Networks will be the lead partner for the EGEE dissemination
activities (NA.2) working closely with UEDIN, CERN and the regional dissemination partners. TERENA has
developed extensive expertise and skills over many years in coordinating complex technical projects and
disseminating information both for its NREN oriented activities and within the context of the European
Commissions IST Framework Programme.
TERENA will allocate 2 FTE'’s of technical staff (Project Development Officers) to work on the technical
aspects associated with project. In addition TERENA will allocate 1 FTE’s of support staff in the functions, IT
Support for mailing lists and web based collaborative tools, a webmaster, and Conference Organiser. With
this mix we will be able to support:
e a professionally designed and maintained external (customer facing) one-stop-shop, comprehensive
and lively web site, providing full coverage of the EGEE project and its technological context
Web based collaborative tools for the support of external (customer facing) interactions
e Liaison and coordination between the central dissemination activities hosted by TERENA in
Amsterdam and the activities of the regional dissemination partners (CERN, UEDIN, CNRS, INFN,
and those in Germany, Switzerland and Russia). It will be particularly necessary to build effective
information links into the new applications communities through CNRS to ensure good information
flow to new discipline areas.
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e Organisational support for two conference events each year — One project oriented event, and one
larger open event.

e TERENA will provide a dissemination planning document by month 3, with revisions at month 9 and
month 15, detailing the dissemination opportunities and mechanisms that will be used to address
them.

e At the end of the activities foreseen in this proposal (month 24) TERENA will provide a report on the
dissemination activities addressing the issues of public participation and awareness that have been
achieved.

e TERENA will also participate in dissemination, training, outreach and applications area management
meetings with the other main partners in the activities NA3 (UEDIN) & NA4 (CNRS) as well as
occasionally attending PEB meetings.

Since 1996 TERENA has successfully been involved in many EU-funded projects including: Scampi (lead
partner), SERENATE, 6NET, COMREN, SCIMITAR, SCIMITAR2 and TEQUILA.

UK: The University of Edinburgh, represented in the project by the UK National e-Science Centre (UEDIN)
and drawing on the activities and experience of EPCC will be the lead centre for activity NA3. The UEDIN will
work closely with TERENA on matters of information dissemination.

o UEDIN will be the lead partner for all training activities that are fully described in NA3

o UEDIN will undertake all publicity and dissemination activities related to their training activities.

CERN: CERN, who are described in detail elsewhere in this proposal, will host a complementary outreach
activity within the Project Office. Past experience with EU projects has shown the importance of a small
dissemination unit (a PR and dissemination officer and a documentation/WEB publishing assistant) fully
integrated with the PO. The close contact with the project management is crucial to the effective propagation
and extensive use of dissemination material and to the handling of unforeseen outreach and PR events (VIP,
journalists and TV visits, last minute participation to conferences and events, publication of news, press
releases, etc.).

CERN dissemination activity will include:

e Coordination of EGEE attendance at EC concertation meetings (with resources coming from the
NA5 partners)

e Contribution of material for major technical publications and shorter information/data sheets. In
addition, the publicity activity will include providing assistance to the European Commission in
producing their publications related to EGEE activities

e Development and maintenance of the internal project web sites and related collaborative tools (in

close collaboration with the lead NA2 partner to assure the same “look and feel”

Contribution to the production of dissemination material (with support of the NA2 lead partner)
Documentation (filming, photos, etc.) of major events involving the management of the project
Organization and handling of specific PR events

Management of the relations with the CERN HEP community

France: CNRS as the overall application manager will work in very close coordination with NA2. The
integration process for new applications to be deployed in EGEE, described in the NA4 section, will be in
phase with the dissemination process lead by NA2. CNRS will also extract the most significant achievements
from the applications already deployed to provide NA2 with good dissemination material, as well as the
complete statistics of applications usage of the EGEE infrastructure.

CNRS, as the largest research organisation in France and in Europe, covering all fields of science, and
leader of the French EGEE effort, will of course play a very important role for national dissemination activities
in France. Its permanent staff in charge of outreach and communication will make sure that EGEE activities
are well known at all levels in France, from the general public, the economic and political world. The effort to
deploy GRID nodes in public schools to associate the young pupils to exciting scientific endeavours will be
pursued vigorously.

Ecole Centrale de Paris, one of the best engineering schools in France, will be in charge of the Industry
Forum and will be therefore work in very close association with NA2 management. They will form a solid
industrial “users club” with an active role in developing economic models for the GRID development in the
economic world. The Ecole Centrale team has been attached to NA4, so they can be as close as possible to
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the applications to extract the best success stories. They are part of the NA4 steering committee and will
work in very close contact with CNRS.

Germany/Switzerland: The Swiss and German organisations involved in the NA2-NA4 activities will build on
their existing expertise in this area. They will focus on meeting the needs of their user base through targeted
dissemination and training activities. They will work with the partners of NA4 to identify and bring new
applications from their countries into EGEE.

The Hermann von Helmholtz Association of National Research Centres is the union of 15 major research
institutions such as DESY, GSI in Darmstadt and the Forschungszentrum Karlsruhe (FZK). The participating
centres perform research and development in the fields of natural sciences and engineering (including
biomedicine). They contribute significantly to research of the structure of matter, Earth and environment,
traffic and aerospace, health, energy, and the further development of multidisciplinary key technologies, such
as materials research, information technology and nanoelectronics, reaction engineering and separation
technology, nanotechnology, Microsystems engineering, superconductivity, and information and
communication.

Regarding dissemination of EGEE results, the centres have an impressive infrastructure at their disposal for
close cooperation with universities and institutions of higher education. By working together in collaborative
research centres and with graduate schools, the association has contacts with nearly all German institutions
of higher education. Furthermore, FZK operates a division specialized on technology transfer.

The dissemination and outreach activities will be supported by

Production of high-quality printed matter and marketing brochures.

Organization of project related courses and conferences.

Regular visits to scientific and industrial partners.

Consultation of potential customers.

Deployment of a Web portal to serve as a point of contact for the German Grid community and all
other interested parties.

Italy: INFN has a long tradition of dissemination and training, dedicated both to the scientific community and
to the general public. For several years INFN has had a Technology Transfer Committee
(http://www.infn.it/ctt) which is responsible for demonstrating and communicating to society (especially
including schools and industry), the scientific results achieved by the INFN activities and the possible spin-off
activities. Along with the Technology Transfer Committee, INFN has managed a Committee for the Transition
to the New Computing Technologies (see http://www.infn.it/cntc), which has periodically organized training
courses and demonstration events. This activity has now been taken over by the INFN Grid project. Finally
the INFN press and dissemination office organize press releases and participation to major exhibitions.

INFN intend to build upon their existing successful Grid dissemination activities at both national and
international level which have concerned the organization of several tutorials and training sessions, the
development of the World Grid demo for DataTAG at the IST and Supercomputing 2002 conferences and the
creation of the GENIUS web portal (see https://genius.ct.infn.it), a high level interface to the DataGrid
middleware (and DataTAG GLUE'’s) developed in conjunction with the NICE company.

Northern Europe: The networking activity for the Northern European Grid (NEG) Federation is a challenge
because of the variety (seven) of very different languages and cultures. As the NEG Federation started prior
to, and independent of, the EGEE initiative some measures have been taken already to improve
communication and dissemination among the NEG partners. Web sites and mailing lists have been
established and NEG partner meetings have been organised. These measures have come on top of similar
activities going on within the countries in the context of national grid activities; DutchGrid, EstGrid, NorduGrid
and SweGrid have organised meetings, conferences, tutorials etc. and website and mailing lists exit also at a
national level.

The EGEE dissemination and outreach action (NA2) in the NEG Federation will coordinate and augment all
these individual activities. Instruments like websites (in all seven languages) and mailing lists will be
extensively used. The NEG partner meetings will be enlarged to workshops and will be held regularly and
rotate over the participating countries. Such workshops will be used then to attract other possibly interested
user communities from science, industry and government. Moreover scientific and industrial exhibits and
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conferences will be used to present talks and papers to display the EGEE project and raise interest among
the visitors of such events.

South-East Europe: The South East European Federation consists of 5 countries including Bulgaria,
Cyprus, Israel, Greece and Romania. EGEE SEE area countries have considerable needs for dissemination,
training and outreach, which will enable their smooth integration with the rest of Europe. The agreed
cooperation model in the region is the geographically distributed one, i.e. the partners in the different
countries have agreed to share the different activities and responsibilities, while Greek Research and
Technology Network (GRNET) will be coordinating the overall effort. The proposed work will be covered by
EGEE-funded complemented by partner’'s unfunded efforts from their national projects i.e. Bulgarian Grid
consortium, Cyprus Grid (CyGrid), Greek National effort (Hellasgrid Task Force), Isreali Academic Grid (IAG)
and Romanian Grid (RoGrid),

GRNET has a key role in Greece and being both the Hellenic National Research and Education Network
(NREN) and the coordinating partner of the Hellasgrid Task Force, which is a national consortium with main
objective to coordinate and promote the adoption of Grid technologies in Greece. Hellasgrid Task Force
partners have active role in the FP5 IST CrossGrid project. GRNET has also played a catalyst role for the
development of the region and has significant experience and established mechanisms for dissemination,
outreach and training through pioneering efforts and projects such as SEEREN and Eumedconnect.
SEEREN www.seeren.org stands for South-East European Research Networking and is 5th framework IST
accompanying measures project working on the establishment of a research networking basis, which is vital
for the further deployment of the Grid middleware.

SEEREN has already established a human network holding various workshops and promoting awareness of
Grid technologies in the region. As a consequence the South East Grid elnfrastructure Development
proposal (SEE-GRID) www.see-grid.org, was submitted in the 6th FP and is expected to cooperate closely
with EGEE. Note that SEE-GRID beneficiaries are the non-EGEE funded countries, while the common
EGEE-SEEGRID participating countries of the region (Romania, Bulgaria, Hungary and Greece) will provide
their experience (also acquired by EGEE) to these countries. Finally, GEANT and Eumedconnect have
developed a well-structured human network among the NRENs of both European and Mediterranean
countries including participation from Cyprus and Israel.

University of Cyprus has also significant expertise in the dissemination and training activities such as
organising conferences, workshops and information days. As a result UCY will be co-organising the “2nd
European Across Grid Conference” in Nicosia in cooperation with the GridStart project. Such conferences,
workshops and other events will be organised by all SE partners aiming at promoting an integrated research
networking and Grid middleware environment forming the so-called “elnfrastructure”. In this direction and in
cooperation with the European Commission, the first EU elnfrastructure workshop was held in Athens in
June 2003 during the EU Greek Presidency (www.elnfrastructures.org) and significant steps have been
made towards the formation of a policy group for the adoption of the elnfrastructure in Europe and beyond.
This work could be continued inside activity NA5 in cooperation with the next presidencies partly funded by
EGEE. GRNET will also assist the organizing committee of the 14th World Congress on Information
Technology (WCIT 2004- www.worldcongress2004.org) to organise a Scientific Forum that will run in parallel
to the main WCIT event in Athens and bring together the industrial and research partners in Grid technology.
The subject selected is related to Grid Services- along with their challenges and perspectives - which is a
very hot issue for the research (eScience), the industry (eBusiness-elndustry) and potentially for the
governments (eGovernment). EGEE partners can play a significant role in this conference bringing their
eScience views and experience in the tables, and SEE partners will prepare a plan for their better
participation and dissemination of results of the conference. GRNET will also host the TERENA Networking
Conference 2004 in Rhodos and this will be a significant event that could be combined with EGEE efforts,
shifting the gravity to the integrated research networking and Grid environment.

Similarly to dissemination, the EGEE SEE area countries have considerable needs for training sessions and
tutorials. Keeping in mind the diverse languages in the area and the difficulties this entails, local support will
be needed. We foresee considerable needs inside NA3 for different levels of tutorials on EGEE specifics and
also on the necessary background, such as the Globus Toolkit version 2 and 3, OGSI, Condor-G etc.
GRNET will be coordinating the regional applications support helpdesk for EGEE SEE and interface to the
local helpdesks of the countries. Support will be provided at different levels and feedback will be given to the
operations and requirements teams.

In summary, SE partners plan to:
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e Plan, organise and actively participate in conferences, workshops and other events promoting
awareness of the integrated research networking and Grid middleware environment, as well as
bringing closer the research communities with industry

e Closely cooperate with the SEE-GRID project

e Prepare local training sessions and tutorials for the essential grid middleware components

e Participate in the preparation of a European policy committee for the adoption of the elnfrastructure
concept

e Prepare web sites in the local languages that will assist the promotion of the EGEE efforts

e Use the established infrastructures and project’'s human networks such as SEEREN, Eumedconnect
and GEANT for the promotion of EGEE

Central Europe: The Central European EGEE Federation consists of a number of academic and research
centres, out of which several already possess noticeable experience in Grid technology, owing to
participation in the Framework 5 CrossGrid, DataGrid, Eurogrid, GridLab, GRIP and GRIDSTART projects. In
the past years several members of the Federation have been organizing events oriented on dissemination of
Grid technologies, such as the DataGrid conference in Budapest, the Euro PVM/MPI conference in Linz, the
Cracow Grid Workshop, the IST 2002 event in Copenhagen, etc. These events often included "Grid tutorials"
and/or "Grid open days". Many partners have also organized regular seminars on Grid technology at their
institutions (e.g. Cyfronet), and several promoted Grid topics in lecturing and in student theses.
Our dissemination activities in EGEE will be based on this experience and include:
e prepare dissemination brochures on applications which are native to the Federation (e.g. "Grids for
flood crisis support");
e during the first two years of the project (2004 and 2005) — organize "Grid open days", oriented
towards potential users (including demonstrations) in every country of the Federation;
e develop and support dedicated Web pages.
To support the presented programme of work, 1 FTE will be required; the institutions involved will provide
resources which will match EGEE allocations.

Russia: The Russian Data Intensive GRID (RDIG) Consortium will undertake the following dissemination
activities:

e |IHEP - Russian versions of EGEE documents and material; Lead partner for dissemination in
scientific institutions of Russian Ministry for Atomic Energy; Support of the corresponding Web site;

e [MPB RAS - Operate the dissemination Web site, based on the existing Joint Centre for
Computational Biology and Bioinformatics. Support of computational and information databases in
biology and metabases on Internet bio resources. Involve other biological institutions in the RDIG
EGEE infrastructure;

e ITEP - Support mail lists. Partner for dissemination in scientific institutions of Russian Ministry for
Atomic Energy; operate the corresponding Web site, organization of showcases and presentations in
this area;

e JINR - Lead partner for CIS research centres involvement in the EGEE activities. Operate the
corresponding dissemination Web site; organize presentations and showcases for JINR Member
states. Organize RDIG-EGEE meetings and conferences on distributed computing in science and
education in Russia and CIS countries;

e KIAM RAS - Lead partner for dissemination in the area of Computer Science and Applied
Mathematics, in particular, in Russian Academy of Sciences. Production of introductory and
advanced papers on architecture, common services and other basic GRID services, and its
dissemination by means of the Russian public computer press. Translation of basic Grid
technologies papers into Russian and making them widely available through Internet. Education of
young specialists from Moscow State University for work in the field of Grid technologies. GRID
services training courses organization;

e PNPI - Support Web site and Web-based tools for dissemination in institutions in St-Petersburg
region, organize presentations and showcases for St-Petersburg region;

e RRC Kl - Operate the dissemination Web site in the nuclear physics and energy area in Russia,
support mail lists, organize presentations and show cases in this area;

e SINP MSU - Organize presentations and showcases for Higher Education area; Organize RDIG-
EGEE management meetings and conferences, Publication of dissemination material and support of
corresponding Web site. Organization and support of distributed education courses on GRID.

Page 67 of 212



SEGG

Enabling Grids for
E-science in Europe

508833 29/01/2004

5.A.2.3 Justification of financing requested

The following table outlines effort requested for the first 2 years of the project for NA2 — Dissemination and
Outreach. Unfunded effort is matching effort contributed from the partners’ existing Grid and related
activities. The separation between “Funded” and “Unfunded” depends on the accounting model chosen by
each partner. For Full Cost (FC and FCF) model partners, the funded effort is reimbursed at 50%.

Federation Regional Regional Partner Effort Effort
Summary Summary Funded Unfunded
Funded Unfunded per year per year
3.0 32. TERENA 3.0
2.0 1. CERN 2.0
UK & IRELAND 0.5 0.5 17. UEDIN 0.5 0.5
France
Italy 0.5 0.5 31. INFN 0.5 0.5
Germany/Switzerland 0.5 0.5 28. FZK 0.5 0.5
Northern Europe 0.5 0.5 33. VUB 0.5 0.5
South-East Europe 14 1.4 49. CLPP BAS 0.7 0.7
50. UCY 0.7 0.7
Central Europe 0.33 0.33 2.GUP 0.05 0.05
5. BUTE 0.09 0.09
6. ELUB 0.09 0.09
8. MTA- 0.1 0.1
SZTAKI
Russia 8.17 1.2 41. IHEP 0.53
42. IMPB-RAS 0.45 1.2
43. ITEP 1.05
44. JINR 1.33
45. KIAM RAS 0.8
46. PNPI 0.53
47. RRCKI 1.33
48. SINP MSU 2.68
Total 17.93 4.43

Table D Summary of Effort and Funding Sought

We believe that this level of effort will be required to ensure the successful management and delivery of this
activity. While the effort is highly distributed we believe that EGEE dissemination will require this to ensure
we cover as much of the European Union as possible. Although this will clearly present a more complex
management challenge, we believe the benefits — in terms of access to widely distributed user communities
and languages — will outweigh any difficulties caused. The funding shown in the above table is in general
indicative.
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In addition to travel and overhead costs, which are included, there will clearly be other costs associated with
the dissemination activities and these are summarised in the table below.

Item Cost (K€)
Publications and other specific 50
costs (TERENA)

Publications and other specific 20
costs (UEDIN)

Publications and other specific 85
costs (CERN)

4 x EGEE Project Conferences Met by
(TERENA) attendance fee
Total 155

Table E Dissemination costs

The overall costs for the four EGEE Project Conferences will be met by charging a small attendance fee for
each five-day event as has been common practice in the DataGrid project.
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5.A.2.4 Summary
Activity number : | NA2 | Start date or starting event: | Project start
Participant: 1 2 5 6 8 17 28 31

CERN GUP BUTE ELUB SZTAK | UEDIN | FZK INFN

I

Expected Budget 485 10 18 12 20 106 200 100
per Participant (K€):
Requested Contribution | 485 10 18 12 20 106 100 100
per Participant (K€):
Participant: 32 33 41 42 43 44 45 46

TERENA | VUB IHEP IMPB ITEP JINR KIAM PNPI

RAS RAS

Expected Budget 833.5 93 20 36.3 40 53.2 33.6 20
per Participant (K€):
Requested Contribution | 439.5 93 10 36.3 20 26.6 16.8 10
per Participant (K€):
Participant: 47 48 49 50

RRC KI SINP CLPP ucy

MSU BAS

Expected Budget 54.4 107.2 70 70
per Participant (K€):
Requested Contribution | 27.2 53.6 70 70

per Participant (K€):

Objectives

o Disseminate the benefits of the EGEE infrastructure to new user communities ensuring an appropriate
message is delivered to each of them.

e Provide a clear path to the new user induction mechanism in order that new contacts may be converted
to real users

e Ensure the information tools needed by each audience are available to support the growth of many,
varied, individual user communities.

e |dentify EGEE’s target new user community audiences and applications.

e Plan how and when to approach these user communities.

Description of work
The following tasks will be undertaken to meet the above objectives:

1.

2.

3.

The operation of a lively, up-to-date and technically informative one-stop web site, which will be
progressively extended to address further potential groups of users and languages.

The support of mail lists and web based collaborative tools to enable naotification, communication and
to encourage specialist group formation.

The organisation of presentation of talks in collaboration with the other project partners at a large
number of relevant meetings of researchers, engineers, biomedical, businesses and governmental
meetings, N.B. these are meetings specific to disciplines and potential user communities, e.g. an
EGEE representative would talk at a pharmacology meeting.

Visits to industrial and research centres, using the EGEE community’s combined set of contacts.
Organisation of project conferences. Each year there will be one event aimed at bringing the EGEE
partners, users and potential users together at a project wide conference. Additionally each year
there will be an open event aimed at the wider European community of users and potential users of
Grid technology and service. These meetings will provide showcases targeted at attracting and
informing decision makers from industry, government and research organisations.

The production and dissemination of publications, such as press releases, introductory brochures
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and papers. The project will work with DG INFSO providing input to their publications as appropriate.
7. The project will use the Commission concertation activity to maximise cooperation with other related
projects that are expected to start in the area of Research Infrastructure, this will be undertaken as

part of EGEE activities in NA5

8. An internal website and web based collaborative tools will be provided by CERN to facilitate good

internal communications between the partners

9. TERENA will put regular bulletins, using text provided by the partners on the public EGEE web site

hosted by TERENA

Deliverables
DNA2.1 M1
DNA2.2.1-2 M1
DNA2.3.1-2 M1
DNA2.4.1-3 M3

DNA2.5 M6
DNA2.6.1-3 M6
DNA2.7 M24

(TERENA) Production of Project Information Presentation
(TERENA) External customer facing web site, mailing lists and web based tools
(CERN) Internal project facing web site, mailing lists and web based tools

(TERENA) Dissemination Plan with revisions at M9, and M15 including a formal
planning for using and disseminating knowledge throughout the project (including
target audiences and measures for success)

(CERN and TERENA) Production of appropriate printed PR material
(TERENA) Dissemination Progress Reports with revisions at M12 and M18

(TERENA) Final Dissemination & usage Report addressing the issues of public
participation and awareness

Milestones’ and expected result

The major milestones associated with this activity:

MNAZ2.1.1 M1
MNA2.2.1 M1
MNA2.3.1 M3
MNA2.1.2 M6
MNA2.2.2 M6
MNA2.4 M6
MNA2.5.1 M6
MNAZ2.3.2 M9
MNA2.5.2 M12
MNA2.3.3 M15

MNAZ2.6 M24

The expected result of this activity will be the establishment, in conjunction with Networking Activities, NA3 to

(TERENA) Release of Basic External website, mailing lists and tools
(CERN) Release of basic internal website, mailing lists and tools
(TERENA) First version of the project information dissemination plan
(TERENA) External web site and tools at full capability

CERN) Internal web site and tools at full capability

(CERN) Publicity material production

(TERENA) First Dissemination Progress Report

(TERENA) Revision of the Dissemination plan available

(TERENA) Second Dissemination Progress Report

(TERENA) Final Version of the Dissemination plan available (including exploitation
details provided by project partners)

(TERENA) Final Dissemination Report addressing the issues of public participation
and awareness

NAS5, of a large, well informed EGEE user community spanning many scientific and industrial disciplines.

” Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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Justification of financing requested

In total approximately 10 EU funded FTEs will be deployed on this activity across Europe per year with
commensurate matching unfunded effort being made available by the partners. The costs for events, the
website and publicity material are based on the considerable prior experience of the partners when
undertaking such activities.
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5.A.3 Activity NA3 - User Training and Induction

5.A.3.1 Objectives and expected outcome of the activity

Creating a large, varied user community across Europe is one of the central objectives of the EGEE 13.
Networking Activity 3 — User Training and Induction focuses on meeting the following objectives:

e To produce a portfolio of training material and courses from introductory to advanced user material.

e To use this material to train a wide variety of users both internal to the EGEE consortium and from

the external user groups from across Europe who will make use of the infrastructure.

e To ensure an EGEE Team Spirit is engendered early in the project’s lifetime.
The outcome of this activity will be twofold: firstly the creation of a well trained group of EGEE users across
the European Union and from a wide variety of disciplines, secondly the creation of a set of high quality
training material, in a variety of European Languages. An overview of the tasks involved is shown in Figure
8.

5.A.3.1.1 EGEE User Training

There will be need for training at a variety of levels:
e There is a need for introductory tutorials on EGEE specifics and on the necessary background, e.g.
OGSl and GT3.
e Existing and new users will then need a series of courses to raise their skill level in application
development to whatever is required for their research.
¢ In conjunction with the introductory courses, it is appropriate to help researchers through the stages
of becoming users and their first use of EGEE services. This will require properly equipped training
rooms and tutoring. We hope to take full advantage of existing local facilities to meet this need.
Tutorials have greatest practical value if users are taught about the steps needed to submit jobs to the Grid.
For this purpose, dedicated “dummy” Certification Authorities and restricted dissemination test beds (running
the same middleware as the EGEE production system) must be available from the beginning of EGEE.
Moreover, since participants at some tutorials will not be experts in Grid computing, high-level user interfaces
such as dedicated web portals should be deployed for hands-on sessions. This will exploit experience
gained from the INFN Grid and DataGrid with the GENIUS grid portal (https://genius.ct.infn.it).
The initial training material, including tutorials and practical classes will be developed and managed by NeSC
(UEDIN) with input from other EGEE teams. During each year, courses will be presented at multiple sites
and in multiple languages to make them easily accessible. This has been done very successfully by CERN
during the DataGrid project.

We will seek to capture at least one run of each training course on video and audio and make them available
over the web so that they can be replayed and used by project members at any time.
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Figure 8 Overview of User Training and Induction task breakdown

5.A.3.1.2 EGEE Consortium Training

In addition to user training, this activity must include training for members of EGEE - in other words inward-
aimed training. Frequently similar material with a different presentation style will be used for inward and
outward training. Normally, course material and practical exercises will be tested with selected audiences
mostly drawn from the EGEE team before external use. Details of the planned scale of this activity are given
in the user-training section above. This activity should support the following:

1. Helping new recruits to gain necessary skills and knowledge and to extend the skills of the

established team.

2. Helping develop an EGEE team spirit and providing an opportunity for focussed discussions on the
next steps and progress to date at the Technical Activity specific Retreats.

Course Type Average Course Number per
Attendance Requirements Year
Induction 50 2 Day, Web Access =210
Application Developer Training 25 4 Day, Workstations >
Advanced Courses 25 5 Day, Workstations =2
Technical Activity specific Retreats 30 2 Day 2

Table F Training course types for Activity NA3
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5.A.3.2 Participants

There are 22 partners in total involved in NA3. The activity will be led by the UK National e-Science Centre
(NeSC) who will represent the UK & Ireland region. The following regions will also be represented in this
activity: Central Europe, Germany & Switzerland, Italy, Northern Europe, Russia, and South East Europe. A
short description of each participant and their role in the project is given below organised into regions:

UK & Ireland

The University of Edinburgh (UEDIN), represented in the project by the UK National e-Science Centre
(NeSC) and drawing on the activities and experience of EPCC will be the lead centre for Activity NA3. NeSC
(UEDIN) will employ a full-time manager responsible to lead the activity. An event coordinator at NeSC will
be responsible for coordinating all of the events, and for planning, commissioning and managing those
events. Some aspects of this may be delegated to other sites for events in their region or discipline
constituency. A core unit of the training team will be at the lead site. There will be trainers and user-support
teams at other sites, to gain languages, to improve accessibility, and to have a breadth of representatives on
which all of these activities are built.

NeSC (UEDIN) will take responsibility for managing the formation and operation of the full training team,
drawing on capabilities in various user communities and on existing national and regional training and
outreach centres. This will include negotiating agreements with other sites to provide training, and oversight
of that training to ensure the quality of training services. NeSC will manage the schedule of EGEE training
and outreach and liaise closely with the lead partners of NA2 and NA4.

For each training event it will arrange planning, development, staffing, registration and programmes. It will
also liaise with the Operations, Support and Management team to ensure users are correctly directed to the
appropriate support mechanisms.

The NeSC (UEDIN) team already run approximately 50 training, dissemination and outreach events per year.
The EPCC team have extensive and leading roles in FP5 Projects, e.g. GRIDSTART, and in training, access
and industrial outreach, e.g. TRACS2000. EPCC and NeSC have taken a leading role in developing Grid
middleware for data access and integration via the Grid, e.g. the OGSA-DAI software released in conjunction
with GT3. They will draw on these experiences to lead the training, event scheduling, event management
and industrial dissemination. This will include organising training material and overseeing the training and
outreach events.

NeSC's (UEDIN) main technical role will be to develop the courses and supporting material. To do this, they
will expect specialist help from other EGEE teams, who will be expected to provide technical information and
documentation, and some presentations. Edinburgh will take regional responsibility for outreach and
dissemination for the UK and Eire.

Central Europe

The Central Europe region will be represented by nine organisations in NA3 (GUP, UNIINNSBRUCK,
CESNET, BUTE, ELUB, MTA SZTAKI, ICM, PSNC and II-SAS) that consist of a number of academic and
research centres, out of which several already possess noticeable experience in Grid technology, owing to
participation in the Framework 5 CrossGrid, DataGrid, Eurogrid, GridLab, GRIP and GRIDSTART projects. In
the past years several members of the Federation have been organizing events oriented on dissemination of
Grid technologies, such as the DataGrid conference in Budapest, the Euro PVYM/MPI conference in Linz, the
Cracow Grid Workshop, the IST 2002 event in Copenhagen, etc. These events often included "Grid tutorials"
and/or "Grid open days". Many partners have also organized regular seminars on Grid technology at their
institutions (e.g. Cyfronet), and several promoted Grid topics in lecturing and in student theses.
Our NAS3 activities in EGEE will be based on this experience.
We plan to:
¢ include Grid technology in academic lectures and M.Sc./Ph.D. theses at the technical universities of
Cracow, Brno, Budapest, Innsbruck, Linz, Poznan and others, organize dedicated Grid seminars for
researchers at every institution participating in the Federation;
e prepare tutorials on layered software oriented towards interactive applications and organize
dedicated training workshops (several per year) for students and potential users;
e during the first year of the project (2004) - develop dedicated training center(s) in one or two partner
countries, serving the whole community;
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e prepare dissemination brochures on applications which are native to the Federation (e.g. "Grids for
flood crisis support");

e during the first two years of the project (2004 and 2005) — organize "Grid open days", oriented
towards potential users (including demonstrations) in every country of the Federation;

¢ develop and support dedicated Web pages.

Germany & Switzerland

FZK is the largest non-commercial science and engineering institution in Germany and will represent
Germany & Switzerland in NA3. Regarding user training and induction, the centre has an impressive
infrastructure at disposal for close cooperation with industry, universities and institutions of higher education.
For this purpose FZK operates a training centre and it is envisaged to offer EGEE related courses and
tutorials on a regular basis in order to promote the use of the EGEE infrastructure in Germany. The funded
EGEE activity will take care of the training and induction of German users by:

e |ocalization of EGEE related didactic material;

e Presentation of EGEE training and course material.
All activities will be performed in close collaboration with the German Grid User Support Centre and NeSC. A
Web portal will be installed and supported to serve as a single point of contact for the German Grid
community and all other interested parties.

Italy

INFN, who will represent Italy in NA3, has a long tradition of dissemination and training, dedicated both to the
scientific community and to the general public. For several years INFN has had a Technology Transfer
Committee (http://www.infn.it/ctt) which is responsible for demonstrating and communicating to society
(especially schools and industry), the scientific results achieved by the INFN activities and the possible spin-
off activities. Along with the Technology Transfer Committee, INFN has managed a Committee for the
Transition to the New Computing Technologies (see http://www.infn.it/cntc), which has periodically organized
training courses and demonstration events. This activity has now been taken over by the INFN Grid project.
Finally the INFN press and dissemination office organize press releases and participation in major
exhibitions.

INFN intend to build upon their existing successful Grid dissemination activities at both national and
international level which have concerned the organization of several tutorials and training sessions, the
development of the World Grid demo for DataTAG at the IST and Supercomputing 2002 conferences and the
creation of the GENIUS web portal (see https://genius.ct.infn.it), a high level interface to the DataGrid
middleware (and DataTAG GLUE’s) developed in conjunction with NICE.

The activities foreseen in the context of NA3 will concentrate on:

1. The organization of dedicated tutorials and training sessions all over Italy in order to publicize the
benefits of the EGEE grid infrastructure to industry, government and other sciences taking part in the
IG-BIGEST initiative; this will include the production of documentation and all needed dissemination
material; subject to EGEE funding, INFN Grid can contribute to support also the EGEE participation
to general European or international events.

2. The set up of an EGEE separate test bed in Italy for demos, still running the official middle-ware
released within the project, fully dedicated to dissemination activities to be used during the tutorials
and training events and by application users. This will be normally supported during working hours
and extensions can be negotiated. It is assumed that other EGEE partners will take the responsibility
of providing resources and support for this test bed outside Italy to gain a European dimension.

3. The development, installation and maintenance of the GENIUS grid portal on the dedicated EGEE
demo test bed in order to help new users to get started. INFN Grid will provide unfunded efforts with
Nice to keep the evolution of this portal in line with the evolution of the EGEE middleware and LHC
experiments grid application layer. In addition, subject to contributions from partners of other
sciences, INFN grid will provide expertise to allow them to easily start designing high level front-ends
for their scientific applications.
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Northern Europe

The networking activity for the Northern European Grid (NEG) Federation is a challenge because of the
variety (seven) of very different languages and cultures. As the NEG Federation started prior to, and
independent of, the EGEE initiative some measures have been taken already to improve communication and
dissemination among the NEG partners. Web sites and mailing lists have been established and NEG partner
meetings have been organised. These measures are in addition to similar activities going on within the
countries in the context of national grid activities; DutchGrid, EstGrid, NorduGrid and SweGrid have
organised meetings, conferences, tutorials etc. and website and mailing lists exist also at a national level.
Within the NEG Federation, who will be represented within NA3 by KU-NATFAK there will be an increasing
need of training at various levels. Use will be made of the tutorials which will be prepared by NeSC (UEDIN)
for the introductory training courses but those courses will have to be translated into the various languages
and be maintained. More specialised courses will be developed within the NEG Federation itself depending
on the requests from the users and developers.

As many of the active participants from the NEG Federation are also university professors we have the plan
to develop some academic classes at introductory and more advanced level. This material will then be
disseminated among the other partners in EGEE for further use.

To achieve coordination among the various NEG efforts, which are spread over seven countries, appropriate
experts from all NEG partners will be delegated into a NEG networking group. This group will coordinate
dissemination and outreach (NA2), training and induction (NA3) and application identification and support
(NA4) within NEG and towards the whole of EGEE.

Russia

Russia will be represented in NA3 by six organizations — IHEP, IMPB RAS, ITEP, JINR, PNPI, and RRCKI.
Each of the organizations will take a specific role as outlined below:
e |HEP - Training and Induction of users from Moscow region; Prepare user training and course
material, support and distribute it;
e [IMPB RAS - Produce training and course materials on GRID in biology. Training and induction of
users in biology;
ITEP - Produce training and course material, training of users from Russian nuclear centers;
e JINR - Organize the Grid tutorials, training and education for EGEE user community in CIS
countries. Support of distributed courses on the project;
e PNPI - Provide user training and GRID tutorials for St-Petersburg region;
e RRC KI - Training of the users for CA and Security, prepare training and course material, support
distributed course on these topics.

South East Europe

GRNET is the partner coordinating the South East European regional efforts and will lead the South East
Europe (SEE) effort within NA3. Two further SEE partners are represented in NA3 — TAU and ICI.

GRNET is coordinator of the HellasGrid Task Force and operate the central cluster and storage area network
in Athens as well as the National Research and Education backbone network. In NA3, GRNET will undertake
the overall coordination of the training and induction activities in the region. This will involve production and
localisation of training material and courses from introductory to advanced user material and interaction with
the other SEE and EGEE partners for feedback and improvements. GRNET will be responsible for training in
Greece and Cyprus and will provide the appropriate hardware infrastructure and facilities (course
infrastructure), where the courses will be delivered.

TAU is a major Israeli University and is coordinating the Israeli grid collaboration (Israel Academic Grid —
IAG) together with the IUCC, Israel's NREN. The IAG will be responsible for technical aspects and
coordination of Grid related activities in Israel. In NA3, TAU will develop the necessary skills in order to
provide a series of training sessions in Israel, first to the HEP users and then to other user groups in the IAG.
Feedback and interaction between other training teams will be a priority.

ICI, the National Institute for Research and Developments in Informatics based in Bucharest, is the
coordinator of the Romanian Grid Consortium (RoGrid). In NA3 they will provide the corresponding course
infrastructure and material in order to accommodate training sessions in Romania and Bulgaria covering the
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RoGrid partners and BGConsortium. Again, feedback and interaction between other training teams will be a
priority.

In summary, the EGEE SEE area countries have considerable needs for training sessions and tutorials.
Keeping in mind the diverse languages in the area and the difficulties this entails, local support will be
needed. We foresee considerable needs for different levels of tutorials on EGEE specifics and also on the
necessary background, such as OGSI, and GT3.

5.A.3.3 Justification of financing required

The following table outlines effort for the first 2 years of the project for NA3 — User Training and Induction.
Effort shown as “Unfunded” is matching effort contributed from the partners’ existing Grid and related
activities. The separation between “Funded” and “Unfunded” depends on the accounting model chosen by
each partner. For Full Cost (FC and FCF) model partners, the funded effort is reimbursed at 50%. Both
funded and unfunded effort committed to the project will be subject to reporting to the European
Commission. This table differs from those showing effort elsewhere in the project as, in the context of
training, it is possible to use bursts of effort in a location, and to achieve presentation of courses with a few
person weeks of effort. For example, the typical arrangement will be that NeSC (UEDIN) will produce (revise)
a course, or set of courses. Then a team in a particular country will translate (revise) that material in the local
language, schedule and arrange local presentations, and conduct the courses with support from the NeSC
team when it is required. This means that, in contrast with software engineering and operations, sustained
engagement is not necessary. Consequently, it is an advantage to plan to use small units of labour resource
in a large number of locations, as this will reach a large user community. We also take into account the
different employment costs in these different countries.

No. Partner Funded Effort Unfunded Effort Funding
(Person Months) (Person Months) (K€)
UK & Ireland
17 UEDIN (NeSC) 72 72 699
Central Europe
2 GUP 4.8 4.8 20
3 UNIINNSBRUCK 2.4 2.4 10
4 CESNET 20.6 40
5 BUTE 3.8 3.8 18
6 ELUB 4 4 18
8 MTA SZTAKI 12 12 48
11 ICM 6.4 6.4 26
12 PSNC 6.4 6.4 26
13 II-SAS 27 45
Germany & Switzerland
28 FzK 24 100
Italy
31 INFN 12 12 100
Northern Europe
34 KU-NATFAK 16 16 100
Russia
41 IHEP 8.4 24 26.6
42 IMPB RAS 2.4 7.2 8
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No. Partner Funded Effort Unfunded Effort Funding
(Person Months) (Person Months) (K€)
43 ITEP 16.1 13.6
44 JINR 15.6 12
46 PNPI 12.7 10
47 RRCKI 12.7 10
South East Europe
51 GRNET 30 120
52 TAU 8.75 8.75 70
53 ICI 35 70
Total 353.05 179.75 1,590.2
Table G Summary of Effort and Funding Sought8
Course Type
Application Advanced Technical
Developer Courses Activity
Training Retreats
Number per Year 8 2 6
Average Attendance 25 25 30
Course Length (days) 4 5 2
Course Equipment Web Access Workstations Workstations
Num. of EGEE Staff 2 2 2
Num. of non-EGEE
Experts 1 3 0
Course materials and
other specific costs €64,000 €41,600 €12,400 €14,400

The above table shows the costs which are included in NeSC’s (UEDIN'’s) costs for undertaking the large
number of training events described below. We have sought to capitalise on existing facilities operated by
EGEE partners around Europe — the facilities rental cost is therefore zero. Considerable travel costs will be
incurred, estimated at €90,000. These are included in NeSC'’s costs. The overall total in addition to effort for

Table H Costs for EGEE Tutorials and Training Courses

the training activity is therefore estimated to be €99,000.

® The cost of employing personnel varies for each partner
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5.A.3.4 Summary
Activity NA3 Start date or starting event: Project start
number :
Participant: 2 3 4 5 6 8 MTA |11 12

GUP UINNS | CESNE | BUTE ELUB SZTAK | ICM PSNC

BRUC | T I
K

Expected Budget 20 10 80 17.5 17.5 41 26 26
per Participant K€
Requested Contribution | 20 10 40 17.5 17.5 41 26 26
per Participant K€:
Participant: 13 17 28 31 34 41 42 43

[I-SAS | UEDIN | FZK INFN KU- IHEP IMPB ITEP

NATFA RAS
K

Expected Budget 90 684 200 100 93 53.2 8 27.2
per Participant K€:
Requested Contribution | 45 6384 100 100 93 26.6 8 13.6
per Participant K€:
Participant: 44 46 47 51 52 53

JINR PNPI RRCKI | GRNET | TAU ICI
Expected Budget 24 20 20 240 70 140
per Participant K€:
Requested Contribution | 12 10 10 120 70 70
per Participant K€:

Objectives

e To produce a portfolio of training material and courses from introductory to advanced user material.

e To use this material to train a wide variety of users both internal to the EGEE consortium and from the
external user groups from across Europe who will make use of the infrastructure.

e To ensure an EGEE Team Spirit is engendered early in the project’s lifetime.

Description of work

The tasks associated with this Networking Activity will focus around three main areas:
e Production of training material from introductory to advanced.

e Teaching of this material to the EGEE user community.

e Teaching of this material internally within the EGEE consortium.

In the first two years of the project we expect to run over forty training courses for over 1500 people from
across the EGEE consortium and user communities. We will have a particular focus on hands-on training to
ensure early usage of the EGEE infrastructure.

Each course will be followed up by recording participant and provider evaluations. These will be analysed
and used to direct course improvements. Summary statistics will be published as Key Performance
Indicators every 3 months.

Deliverables

DNA3.1.1-3 M3 Training Plan with revisions at M9 and M15

DNA3.2 M6 Initial Training Course Material (continuously revised thereafter)
DNA3.3.1-3 M9  Training Progress Report with updates at M15 and M24
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Milestones® and expected result

MNA3.1
MNA3.2
MNA3.3
MNA3.4

M3
M6
M12
M24

Planning phase complete — DNA3.1.1 delivered
First user training material and induction course available
First external review of User Training and Induction with feedback

Second external review of User Training and Induction with feedback

The outcome of this activity will be twofold: firstly the creation of a well trained group of EGEE users across
the European Union and from a wide variety of disciplines, secondly the creation of a set of high quality
training material, in a variety of European Languages.

Justification of financing requested

In total funding for 196 person months of effort is requested along with some additional budget to run training
events across Europe. Having run over 50 training events over the past year, NeSC (UEDIN) has
considerable experience in running such events and managing their costs to ensure best value for money.
While we have tried to focus the production of much of the training material in one place, we have also taken
the approach of involving partners from across the consortium in this activity. We believe this will greatly
improve the opportunity for training material to be translated and taught throughout Europe.

° Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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5.A.4 Activity NA4 - Application Identification and Support

5.A.4.1 Objectives and expected outcome of the activity

Activity NA4 focuses on the identification and support of early-user and established applications for use on
the EGEE infrastructure. It has the following objectives:

e To identify through the dissemination partners and a well defined integration process a portfolio of
early user applications from a broad range of application sectors from academia, industry and
commerce.

e To support development and production use of all of these applications on the EGEE infrastructure
and thereby establish a strong user base on which to build a broad EGEE user community.

e To initially focus on two well-defined application areas — Particle Physics and Life sciences.

The expected outcome of the activity will be the establishment of a broad portfolio of applications across a
wide range of sectors suited to execution on the EGEE infrastructure meeting the needs of a broad collection
of user groups from many sectors across Europe as illustrated in Figure 9 (note the timeline for the
introduction of each application domain is purely illustrative).

2003 2004 2005 2006 2007
Year 1 Year 2 Year 3 Year 4

g chem’sw Biodiversity
8
- Astronomy Industry
L High Energy Physics Eareh Dhservation Climate Modeling
& Bioinformatics
< Geophysics Nanotechnology

Figure 9 Schematic illustration of the broadening portfolio of scientific communities using the European Grid
infrastructure over the four year programme of which EGEE represents the first two years. The applications names and
dates are purely illustrative.

5.A.4.1.1 Identification of existing and new application sectors

Building upon considerable existing experience of the state of the Grid applications sector in Europe, the
partners in this activity will work closely with the dissemination and training teams to identify and qualify
suitable existing and new applications domains from across Europe, using a well defined integration process.
The selection process will focus on:
¢ Identification of suitable user sectors and their applications who have a demonstrated need to make
use of the EGEE infrastructure in cooperation with the dissemination and training teams.
e Establishing contact with suitable users within these sectors who are keen to commit time and effort
to understanding the benefits of the infrastructure to their particular application(s).
e Undertaking feasibility studies to understand the complexity of application migration to be useful on
the Grid infrastructure.
e Training, with the direct help of Activity NA3, and support, with the direct help of Activity SAl to
these new domains.
Where new application domains are identified we will focus on the production of one of more pilot
applications from these domains to encourage the active participation of users who can be convinced,
through these early success stories, of the benefits that the EGEE infrastructure will bring to their particular
field.

We are keen to ensure the widest possible spread of application sectors and will in particular focus on the
outreach required to bring new applications from the industrial and commercial sectors into the Grid domain.
We see this as key to establishing the widespread uptake of Grid technologies across Europe. For industrial
applications we will seek applications from:

e European consortia of SMEs;
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e Large companies involved in projects using collaborative work intensively;
e Companies willing to test the coupling of their own computing facilities with the EGEE production
facility.

For the industrial and services companies, the objective is to demonstrate the economic advantages of the
GRID notably in terms of time to market and return on investment. This will be the object of a detailed study
of the different uses of the GRID infrastructures (data-computing, applications on demand etc.) in order to
propose associated business models and services. The result of this work will depend also on the availability
of administration tools, especially for accounting, billing and monitoring.

5.A.4.1.2 Pilot applications

In order to establish an application portfolio for EGEE in the early stages of the I3 we will focus on the
application needs of two committed groups of users: the Particle Physics community, in particular the 4 LHC
experiments, and the Biomedical community.

The need for a reliable, robust, production quality Grid infrastructure for these early-user communities has
already been established in the pioneering work of the EU DataGrid Project and other national initiatives
across Europe over the past 3 years. Considerable work has already taken place to encourage the creation
of Grid-enabled applications in these two sectors and we intend to build on this.

5.A.4.1.2.1 HEP Physics

With the onset of data production from the LHC project at CERN likely to take place within the lifetime of the
EGEE 13, Particle Physics has a clear need to take advantage of the EGEE infrastructure as quickly as
possible. We have already shown the applicability of the Grid to meet the user requirements of this area of
science — however, to date a robust infrastructure, suited to real data production has been lacking. EGEE will
provide this environment, and we will build on the existing applications work undertaken by DataGrid and
other Grid projects to ensure applications are available for this community in the early stages of the EGEE
infrastructure roll-out. This work will be led by a team at CERN who are already deeply committed to the use
of the Grid for LHC experiment applications. Very large benefits will derive from the complementarity of
EGEE and of LCG, the mission-oriented LHC Computing Grid project (LCG), coordinated by CERN and
involving the worldwide HEP community participating in the LHC experiments.

5.A.4.1.2.2 Biology/Health Applications

The Biomedical community has rapidly established itself as a key user of Grid technology throughout
Europe. Many suitable applications exist in this sector, which covers a broad applications domain from
genomics through to medical imaging and healthcare applications. In the same way as with the Particle
Physics community we will build on the work undertaken to date to ensure applications are available for life
science researchers across Europe in the early stages of EGEE. This work will take as a focal point a centre
of excellence in France but will seek to establish a broad community of bioinformatics application users from
across Europe. In particular we will seek to make early links to the healthcare community through the
HealthGrid association.

NA4 will undertake the following specific activities with these two communities:

Identification of current applications portfolios;

Selection of a base applications portfolio for early use on the EGEE infrastructure;

The definition of a common application interface via generic use cases and requirements;

Support to the development community to migrate applications to the EGEE infrastructure;

Early feedback to the EGEE development activities to ensure EGEE developments meet the
immediate needs of established user communities;

e Evaluation of grid impact on application performances.

It is our intention that suitable applications are identified and migrated to the EGEE infrastructure in time for
its first release and so that these applications, and their associated success stories, can be used directly in
the dissemination and training activities outlined in the preceding Networking Activities.

The European DataGrid project has focussed on three initial applications areas: Particle Physics,
Bioinformatics and Earth Observation. Each of these areas has successfully demonstrated the applicability
of the Grid approach to their research needs. The project is currently looking at common requirements for
high-level Grid services with a view to future common high-level grid middleware. Each application area is
mapping a number of high-level use cases to the initial use cases defined by DataGrid. The aim is to
produce a first document that will constitute a solid foundation for this activity by identifying common areas
and points of divergence.
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The experience of DataGrid and other FP5 projects have shown the relevance of the grid paradigm for
Biomedical sciences at a prototype level. The next logical task is to harvest biologically and medically
relevant results in a grid environment.

5.A.4.1.2.3 Objectives and expected outcome of the pilot activities

The main objectives of the HEP activity are to encourage and help the HEP community to migrate their
applications to the LCG/EGEE infrastructure, and to provide ongoing feedback to the development activities
to ensure that the needs of the HEP community are met. This latter activity will include the processes of
requirements gathering and design of the grid services. In addition there will be work on the definition of a
common generic application interface for application-independent grid functions, this being accomplished
together with the other application groups. Conversely it is expected that the Architecture and middleware
teams of EGEE will take advantage of the substantial experience accumulated by the HEP community in the
initial definition of the EGEE architecture. The LHC Grid blueprint architecture (ARDA), for instance, will be
used by the architecture team as an important input for their work.

The objectives of the BioMed activity are to identify a portfolio of applications in the area of Biomedical
sciences, to select a subset for an early deployment on the EGEE infrastructure, to contribute to the
definition of a common application interface with the other research fields, to encourage and help the
Biomedical community to migrate applications to the EGEE infrastructure and to provide early feedback to
the EGEE development activities to ensure EGEE progress meets the needs of the Biomedical community.
To identify a portfolio of applications, the activity will build on existing projects and consortia focussed on the
application of grid technology to Life sciences. Within DataGrid already, about 12 genomics and medical
imaging applications are being prototyped on the DataGrid testbed, half of them originating from CNRS
laboratories. Another portfolio of more than 30 Biomedical grid applications was identified by the HEAVEN
consortium. Through the HealthGrid association (http://www.healthgrid.org) gathering potential actors of a
grid for health, members of the Biomedical community will be encouraged to propose the deployment of
applications on EGEE infrastructure. The application selection process will take into account their technical
requirements in terms of grid services, the scientific interest and the support committed by the institutes
involved in terms of infrastructure and manpower.

Care will be taken to include in EGEE grid facility sites having adequate support for middleware installation
and maintenance.

Care will also be taken to select a panel of applications relevant to the different usages of the grid from grid
computing to data management. The scientific focus of the different applications should also be
complementary. As much as possible, applications will address the five levels (molecule, cell, tissue,
individual, population) relevant to biomedical science.

To reach the first milestone MNA4.2(first applications migrated to EGEE infrastructure) at Project Month 6,
early deployment of 2 or 3 initial applications will start at the beginning of the project.

After the applications have been deployed, their results will also be evaluated. This evaluation is of extreme
importance to provide convincing showcases for the promotion of grid technology in the Biomedical
community.

This first task will be led by Universidad Politecnica de Valencia for Medical and Centro Nacional de
Biotecnologia for Bioinformatics applications and will be shared by the three institutions (UPV, CNB/CSIC,
CNRS).

The identification of new applications, their selection and the evaluation of their gridification is a process that
will keep going on during the project and require the equivalent of 1 FTE.

5.A.4.1.3 Generic Applications

Although High Energy Physics and Biomedical Applications, discussed above, are the two most important
“customers” of the EGEE infrastructure, and their feed-back is essential for the re-engineering and fine
tuning of the middle-ware services, the success of the Project strongly relies on the use of the continental
infrastructure also by other different applications, belonging both to science and industry realms, which we
address here as generic applications.

On this purpose, we will also seek to cooperate with existing Framework 5 funded projects to deploy their
applications on the EGEE infrastructure. For example, the CrossGrid project has deployed and extended the
EU DataGrid software for interactive compute and data intensive applications such as simulation and
visualisation for surgical procedures, flooding crisis, team decision support systems, and air pollution
combined with weather forecasting. These application areas and user communities are obvious candidates
for extending the scope of applications that will be early exploiters of the EGEE Grid infrastructure.

We will then undertake the following specific activities:
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e organization of dissemination and tutoring events to spread the grid paradigm and attract people
from science and industry. These activities are under the responsibility of the NA2/NA3 teams,
with which a close liaison will be established;

e selection of applications to be ported onto the EGEE infrastructure, in a gradual and orderly
manner;

e support the development community to migrate their generic applications to the EGEE
infrastructure using high level user interfaces such as grid portals;

e evaluation of grid impact on generic application performances.

5.A.4.1.3.1 Objectives and expected outcome of the generic applications activity

The objectives of this activity are to identify a portfolio of generic applications in the area of science and
industry to be deployed on the EGEE infrastructure, to use and contribute to the definition of a common
application interface with other research fields, to encourage and help scientific and industrial communities to
easily migrate their applications to the EGEE infrastructure using high level user interfaces such as grid
portals, and to provide feedback to the EGEE development activities to ensure EGEE progress meets the
needs of a community as vast and diverse as possible.

5.A.4.1.3.2 Identification of a portfolio of applications and selection of a subset

The integration process of the generic applications onto the EGEE infrastructure will follow a multi-step well-
defined procedure, in order to guarantee efficiency, transparency and accountability. The first contacts that a
scientific domain, not yet grid-aware, will experience with EGEE will occur through our dissemination and
training activities, described in the sections 5.2A and 5.3A of this Technical Annex. The next steps are
described below:

e Selection: The selection process will use the following criteria: scientific interest of the proposed work,
with particular emphasis on the grid added-value, coordination of the corresponding community, grid-
awareness of this community (with a minimum requirement that a small team followed the EGEE
training), dedication of the community to this application, agreement to the various EGEE policies and
especially the security and resources allocation policies.
This selection process will be placed under the responsibility of a scientific and technical panel, with a
large diversity. The EGEE applications managers, operation manager, security manager will be ex-officio
members of this panel.

e Technical involvement: When a new application will be selected, significant human EGEE resources will
be allocated to the integration of this application onto the infrastructure, for a given time period. This
team, placed under the responsibility of the Generic application manager will work in very close
coordination with the dedicated team coming from the selected application. After this initial period, the
support to this community should proceed through the normal user-support group described in section
5.3A.

e Allocation policy: When a new application will be selected, the corresponding VO will be created. The
pool of resources, if any, brought by this community will be allocated with full priority at the beginning, to
the proposed application, in addition with a fraction of the available resources from other VOs, according
to the general EGEE principles set out in section 5.A1. After some time, a fraction of the initial
proprietary resources will also be opened to the usage of other communities. This general rule will of
course entail some exceptions, mainly in case of industrial/highly confidential applications.

e Measuring/reporting: Significant effort will be devoted to the quantitative assessment of the whole
process, as well as of the usage of the human and computing resources in the deployment and
production phase. Automatic tools will be used to generate standard monthly reporting of the various
activities.

This applications integration will be pursued in a gradual and orderly manner, in order to take the best
advantage of the available manpower for the new community’s integration and to avoid the risk of generating
bad user experiences that could result from lack of proper attention if too many new applications are treated
simultaneously.
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5.A.4.1.4 Support of the migration of applications to the LCG/EGEE infrastructure

5.A.4.1.4.1 HEP Applications

The 4 LHC experiments (Atlas, ALICE, CMS, LHCb) each have developed functioning distributed computing
systems over the past few years. In the past 2 years they have made good progress in integrating Grid
technology into these systems, notably in Europe with DataGrid, DataTAG and Nordugrid software, and in
the US with software from the various US projects. The experiments have also produced significant grid
software, for example the Alien system of ALICE and the DIRAC system of LHCb. They will continue this
work in the context of the LCG project which aims at providing a production service to the experiments. The
main experiment applications are currently the generation of vast quantities of simulated data necessary for
the preparation of the experiments and LHC start-up in 2007, and their reconstruction and analysis. In
addition to this highly organised data production work there is the computing associated with thousands of
physicists and engineers all over the world accessing the data for individual analyses. The load
characteristics associated with the analysis work are highly variable and will place very special demands on
the grid for resource allocation and quality of service.

The principal function of the team of 8 people (see ‘funded/unfunded participants’ for group organisation),
employed by and based at CERN, will be to work with the 4 LHC experiments, to ensure their requirements
are taken into account, to give practical help in interfacing the experiment application to grid services, and to
evaluate the performance of the software deployed within the LCG service environment, as well as in pre-
production testbeds.

It is foreseen that non-LHC experiments, as they have done in DataGrid, will participate in EGEE. Current
examples are US based experiments, BaBar and DO, which are currently taking production data and are
basing their medium-term computing strategy on distributed computing resources served by a powerful Grid.
These will be supported on a best-efforts basis.

5.A.4.1.4.2 BioMed Applications

Once the applications are selected, the proposing institutes will be invited to carry on with their deployment
on the EGEE infrastructure. A significant fraction of the resources allocated to this activity will be devoted to
supporting the migration of these new applications. In particular, a team of CNRS engineers will be in charge
of providing this support, which involves the organization and the administration of the biomedical virtual
organization(s), the interface between application developers and middleware groups, application oriented
training and user support. For this task, the CNRS team is expected to work in close relationship with the
engineers at Universidad Politecnica de Valencia and CNB/CSIC to share expertise and provide extended
user support. Regular meetings by tele- and videoconference are foreseen.

All institutes involved with the applications will be encouraged to dedicate part of their resources to become
an EGEE node. Care will be taken to include in EGEE grid facility sites having adequate support for
middleware installation and maintenance. Training sessions will be organized in connection with Networking
Activity 3.

This task being central to the success of the activity, the equivalent of 4FTE will be dedicated to it, including
a CNRS team of 3 engineers and the equivalent of 1FTE from Spanish institutes.
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5.A.4.1.4.3 Generic Applications

Leveraging on the experience gained within the DataGrid project, experts of the selected applications will be
put in contact with the developers of the GENIUS grid portal in Italy, with stages of a few days (maximum 1
week), in order to learn how to build the graphic user interface between the given generic application and the
available grid services. The tools used for this work will evolve according to the developments in the
common application software.

As above, the institutes involved with the selected generic applications will be encouraged to dedicate part of
their resources to become an EGEE node. Care will be taken to include in EGEE those grid facility sites
having adequate support for middleware installation and maintenance. Training sessions will be organized in
connection with Networking Activity 3.

5.A.4.1.5 Ongoing feedback to the EGEE development activity

5.A.4.1.5.1 HEP applications

At the beginning of the project, and throughout its lifetime, there will be a continuing dialogue between HEP
applications and middleware developers for the processes of requirements gathering , grid service design
and the practical evaluation of software for its functionality and performance. Applications will also be part of
the testing and acceptance processes for the middleware. We have learned from DataGrid that all of these
processes need to be ongoing to avoid ‘big bang’ effects due to infrequent overall system status reviews.
This ongoing dialogue will be accomplished by HEP applications participation in the architecture, design and
system testing groups. To facilitate this dialogue the HEP applications staff will have to work as a coherent
team, whilst still maintaining experiment specific support, but looking for commonality in the support and
associated tools.

5.A.4.1.5.2 BioMed applications

A clear lesson from DataGrid is the necessity to establish strong and lasting relationships between the end
users and the groups developing middleware. This connection requires expertise in middleware technology
as well as in biomedical science to be able to correctly transmit the needs of end users in a language and a
format understandable by technology developers. Maintaining a lively connection is also time consuming as
it requires following the middleware evolution as well as the evolution of the application deployment.
Moreover, it is not sufficient to inform middleware developers of user needs. When new services are made
available by developers to meet specific requirements, it is important to inform the user community on the
availability of these new services and the necessity to test them.

As a result, one FTE from CNRS shared with the other application areas will be dedicated to this task.

5.A.4.1.5.3 Generic applications

During the migration of generic applications to the EGEE infrastructure, a continuous feed-back will be given
to the middle-ware developers, especially pointing out missing features. Important developments are
expected in the common applications interface which aims at hiding the details of interfacing to grid services
from the user. It is expected that important advances will be made as this software is adapted to the needs of
the end user in various areas, these resulting from the feedback to the developers of both the common
applications interface and the underlying middleware. In addition an aim is to aid the applications to develop
application specific interfaces using common tools.
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5.A.4.1.6 Common Application Layer Specification

The applications aim to have to have a high level view of services for the basic functions of job management,
data management and VO organisation. This is aimed at developing high level API specifications of these
services, and also application-independent portals which could be used by applications to interface to these
services. HEP applications have participated to such development work both in DataGrid and LCG, and it is
foreseen to continue participation in EGEE for the specification and evaluation of such software and tools.
Because of its highly pluridisciplinary vocation and culture, CNRS will actively pursue and enlarge its effort
started within DataGrid to define and develop a common application layer by dedicating the equivalent of
one FTE shared with the other applications area during the project lifetime. A major issue will be the
evolution of this layer to adapt to the needs of industry. Specific requirements for SME’s in the area of
biotechnology will be collected through the Biopdle Clermont-Limagne

In order to help the interfacing between generic application and EGEE middle-ware and not to re-invent
similar solution many times, we will make use, wherever and whenever possible, of the common application
layer discussed in the previous sub-sections.

The HEP contribution to this work will build on previous and current work accomplished within DataGrid and
LCG. The initial requirements work for applications dates back to May 2002 with the production of the
HEPCAL 1, HEPCAL prime and HEPCAL 2 documents specifying basic use cases for HEP data processing.
The DataGrid/AWG(Application Working Group) is defining requirements for a high level common application
layer based on the needs of HEP, Bio-medicine and Earth Sciences, and is using the HEPCAL document to
provide templates for requirements analysis. The DataGrid work also includes an appraisal of the work
achieved by the EU funded project Gridlab in defining high level APIs for Grid Services. A requirement
summary using all these inputs will be made available at M1.

Within LCG a working group, with representatives from all experiments is working on a blueprint architecture
for grid services (ARDA). This will serve as a first input to the EGEE Architecture team. The HEPCAL work is
continuing in the framework of the LCG/GAG(Grid Applications Group), developing use cases and
requirements for the analysis of physics data. This will also give important input to architecture and design
work.

The Biomedical applications contribution will include an analysis from the biomedical perspective of the work
done in DataGrid concerning a common application interface.

The Generic applications contribution will include an general analysis of the work done in DataGrid
concerning grid portals with special respect to GENIUS.

The formal approval of a requirements document will constitute an internal milestone after Month 1, for
usage by the JRA1 group.

5.A.4.1.7 Application Migration

Each LHC experiment will be using software deployed by EGEE on the LCG/EGEE infrastructure for large-
scale production and user analysis. This will be of increasing scale throughout the lifetime of the EGEE
project.

Evaluations will be made by LCG/EGEE of the performance and efficiency of the EGEE software as used for
this work in the areas of job management, data management and VO organisation. Evaluations will also be
made of the deployed infrastructure and its stability and performance.

The migration progress report will include a description of the Biomedical and generic applications and an
evaluation of the performances achieved.

5.A.4.1.8 Target Application Sector Strategy

The contribution will focus on the strategy of the biomedical sector regarding the selection of applications
and their evaluation, the inclusion of biomedical sites in EGEE grid facility, the structure of biomedical virtual
organization(s) and the connection to other European projects or national initiatives.

The Generic contribution will focus on the strategy of the generic application sector regarding the selection of
applications and their evaluation, the inclusion of generic application sites in EGEE grid facility, the structure
of generic virtual organization(s) and the connection to other European projects or national initiatives.
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5.A.4.2 Participants

5.A.4.2.1 HEP Applications

CERN (funded and unfunded)

The 4 posts funded by EGEE will be placed with the CERN EP/SFT group. This group has representatives
from all the LHC experiments, including the software architects, and also includes coordinators for several
key LCG activities, including the applications area.

CERN will provide 4 FTEs in addition to the 4 FTEs funded by EGEE, giving a team of 8. There are several
people already within the LCG project, funded by CERN, working in this area. F. Harris, the DataGrid HEP
Applications WP Manager, will form part of this effort for the start-up phase of the EGEE project.

Strong working links with the 4 LHC experiments will be established, and two people will be assigned to each
experiment. The team will be managed as a coherent whole allowing some flexibility in support of the
experiments and the establishment and execution of common goals. Members of the team will work with the
experiments to help define and execute the work programmes associated with integrating the experiment
systems with EGEE middleware. They will evaluate the performances obtained on the LCG infrastructure
and provide material for the evaluation reports.

Members of the team will contribute to the work on the common application layer specification, liaising
closely with the LCG ARDA and GAG activities

It is planned that 80% of the effort of team members will go towards experiment specific activities, and 20%
for common activities such as architecture, design, and the production of the EGEE deliverables.

Russian Institutes (funded and unfunded)

The planned activities of the participating Russian institutes are as follows:

= |HEP - Management of ATLAS VOs in Russia; Support of ALICE, CMS and LHCb pilot applications;
Identification of early users;

= |TEP - Management of LHCb and ALICE VOs in Russia, Support of ATLAS and CMS pilot
applications; Identify early users; Introduction of new user communities;

= JINR - Support ATLAS, ALICE, CMS and LHCDb pilot applications; Identify early users; Introduction of
new user communities;

= PNPI - Support HEP pilot applications (ATLAS, CMS, ALICE, LHCb) for St-Petersburg region,
identification of early users;

= RRC KI - Support of ALICE pilot applications. Lead partner for Nuclear Fusion GRID applications in
Russia. Identification of early users. Introduction of new user communities;

=  SINP-MSU - Management of CMS VO in Russia; Support of ATLAS, ALICE and LHCb pilot
applications; Introduction of new user communities;

5.A.4.2.2 Bio Applications

Funded participants:

Universidad Politecnica de Valencia,

The UPV will participate with one engineer in the identification of Grid-based medical applications, the
validation of the performance of these applications and the support for the migration of applications to the
EGEE infrastructure. UPV has a wide experience in the development of advanced healthcare applications
(IST-1999-20226, IST-1999-20783, IST-2001-34614, ...) and technology transfer (TT@MED, HiperTTN,
etc.) involving an important number of hospitals from the Valencian network of healthcare centres. The
Valencian region is provided with one of the most important network communication infrastructure between
public hospitals (the Arterias Network) and the UPV is in contacts with the Directorate General for
Modernization and Research of the Valencian Government to encourage the deployment of Grid-based
applications in the public healthcare system. Moreover, the UPV is a nationwide reference in biomedicine
with the Network Centre of Biomedical Engineering which involves several research centres and institutes.
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CNB/CSIC

CNB/CSIC will contribute 1 EU funded engineer/scientist plus a matching 1FTE that will work closely with the
teams at CNRS and the UPV in the activity tasks. CNB will be leading the identification of Bioinformatics
applications for Grid migration, cooperating in the support and migration tasks to EGEE infrastructure and
finally, the validation of their usefulness and performance. The CNB will collate through the EMBnet/CNB
service the participation of the Biocomputing Unit (BCU) and the Protein Design Group (PDG) of CNB.
These teams have a broad experience working in International Projects, having coordinated complex EU
projects, participating as partners in dozens of them and forming part of large International Consortia such as
the European Molecular Biology network (EMBnet) and the US Partnership for Advanced Computer
Infrastructure. CNB teams also have close experience encouraging SMEs research activities having
promoted already two Bioinformatics spin-offs (Integromics and Alma). The key contribution of CNB
participation will be our expertise, which expands a broad blend of biological and computational skills as a
result of a sustained record of interdisciplinary activities and collaboration with other organisations.

CNRS

CNRS will create a team of three application developers/users based in geographically close laboratories
located in the Rhéne-Alpes/Auvergne region. These laboratories have played a major role in the DataGrid
biomedical work package and have developed an efficient working relationship. The three engineers will
contribute to all the different activity objectives and are expected to be highly mobile. They will act as an
application oriented support team for the different groups developing biomedical applications together with
the engineers at UPV and CNB. Beside this team, 1 engineer will be dedicated to the identification of
applications, the definition of a common application layer and the feedback to EGEE development activity.

Russia :
IMPB RAS - Support of pilot applications in the fields of biomolecular structure reconstruction, molecular
dynamics and E-cell project;

Unfunded participants:

HealthGrid association

The HealthGrid association aims at promoting the use of grid technology for healthcare. It gathers
representatives of the most active institutes in the area of grids for health in Europe. Its web site is already a
reference point for the groups involved or willing to deploy biomedical applications in a grid environment. It
will be a very helpful tool to identify applications and to promote the results of application deployment.

Biopdle Clermont-Limagne

Biopble Clermont-Limagne is one of the largest gathering of SME’s in the area of biotechnology in France.
Biopble Clermont-Limagne is already involved in the Rugbi project to develop Bio-informatics services in a
grid environment.

University of Tokyo

Research Center for Advanced Science and Technology of the University of Tokyo (Japan) addresses
research topics in the area of computer architecture, logic design methodology, asynchronous computing
and dependable Computing. Recent developments include bio-informatics in a distributed environment.

5.A.4.2.3 Collaborating projects:

IM3 project

IM3 is a three-year project (2003-2005) which focuses on the integration of the research in Molecular
Imaging and Multimodality in Spain. It comprises 41 partners, each one involving several research groups
and several hundreds of researchers. IM3 will contribute as application providers and end-users of the
applications. Half of the partners of the network are hospitals, clinics and medical research centres that deal
daily with patients and are interested in advanced information technology applications.
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5.A.4.2.4 Generic Applications

A team of two applications developers/users will be based in Italy and also supported by the other partners,
in particular the Central Europe Federation, with the specific remit of working to identify general and
particularly new applications on the EGEE infrastructure. These two partners are in close contact with many
research communities, eager to deploy their applications on the Grid.

In Germany, Fraunhofer-Gesellschaft, the leading organization of institutes of applied research and
development in Europe will work together with the partners of NA4 to identify and migrate general and new
industrial relevant applications for use on the EGEE Infrastructure. DKRZ provides state-of-the-art
supercomputing, data service and other associated services to the national and international scientific
community to conduct top of the line earth system and climate modeling. In NA4 the role of DKRZ is
identification and adaptation of early user applications from earth system research.

In the Netherlands, FOM will apply to EGEE all the expertise gained within the DataGrid project to support
applications coming from earth observations and astronomy.

These participants will be complemented by participants from across the remainder of Europe with a broad
remit to identify encourage the use of applications from a number of their local academic and industry
sectors.

These funded participants will be complemented by commensurate unfunded effort from each of the above
partners and from the collection of national initiatives from across Europe represented by the EGEE 13.

Funded participants:

INFN will lead this effort with a funded allocation of 2FTE. Central Europe, Germany, Northern Europe with 1
funded FTE each will complement the effort as described above.

Unfunded participants:

Each funded partner will contribute the same unfunded manpower to the task. In addition, for each selected
application, a dedicated team will be identified within that community to start deploying this application on
EGEE infrastructure.

5.A.4.2.5 Benefits to the participants and the relevant scientific and industrial community

The institutes participating to the applications deployed on EGEE grid facility will benefit of the resources
made available to them in terms of computing and storage resources. As well, the institutes dedicating
resources to EGEE will benefit from the project operational support. While the average utilization of their
resources is likely to increase, they will be able to find additional resources on the grid in periods of overload.
The definition of a common application interface will ease the expansion of grid technology in the various
communities

As well, the support for migration of applications will help spread the knowledge of grid technology. Indeed,
the team of engineers partially funded by EC will propagate its knowledge within a first circle of institutes
participating to the project and later on to the larger community of developers deploying the portfolio of
selected applications.

Finally, the feedback to EGEE development community will allow the development of services addressing
specific needs of each community and as such prepares their future.

5.A.4.2.6 Overall coordination activities

The EGEE infrastructure opens the perspective of deploying high level bio-informatics and medical
informatics services in a stable grid environment. The goal of the activity is to create a core group of
institutes pioneering a life science grid and attracting the biomedical community to the grid technology by
convincing results. This community being still reluctant to invest in this technology on infrastructures at the
European level, EC funding allows the deployment of convincing showcases.

NA4 will create grid awareness inside new communities belonging to science and industry in order to
trigger/help/support them to migrate their application onto the EGEE infrastructure making use of high level
user interfaces such as grid portals. The identification and deployment of significant use cases belonging to
the area of generic applications will be key to large-scale adoption of the grid technology.
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Management

The role of the NA4 overall coordination is to make sure that:
e The overarching goal of smooth integration into EGEE infrastructure of a wide variety of applications
from many scientific fields is successfully reached
e The necessary feedback is timely provided to the Operations and Middleware groups using the Pilot
Applications
e Optimum cross-fertilization takes place between the three application domains, including the
development of the common application interface.
e Proper reporting of NA4 activities and finances to the EGEE management.
The interaction between NA4 and other related EGEE activities will be facilitated by the presence of the NA4
general coordinator in the EGEE PEB.
Within NA4, the day-to-day operational responsibilities rely on the 3 application managers: HEP, Bio and
Generic. All other issues will be dealt with by the NA4 steering committee described below:

The Steering committee

The management structure of the NA4 activity is based on a steering committee.

Its composition is formed by the NA4 coordinator, his deputy, the managers of the 3 applications domain
(HEP, Bio and Generic) and the EGEE Industry Forum chair. If needed, managers of related activities,
(Dissemination/training, Middleware, Operations, Security, Architecture ) will be asked to join some Steering
committee sessions.

The role of the steering committee is to discuss and agree on all NA4 strategic issues, receive regular
reports from the three application managers, prepare documentation required by EGEE, receive regular
report of PEB activities.

The steering committee will normally hold a phone conference every two weeks.

To ensure the whole application process is on track and the various users communities are satisfied, the
steering committee meetings will join with the Project Executive Board (described in NA1) on a monthly basis
(the frequency of these meetings will be reviewed and adjusted accordingly during the lifetime of the project)
and designated members of each community will be invited. The designated members for the pilot
applications will consist of the official representatives of the 4 LHC experiments and of two senior members
of the biomedical community. For the generic applications, a senior member will be chosen during the
integration process.

These enlarged meetings will address overall application strategy issues while the restricted NA4 steering
committee will deal with day-to-day management of the activity.

The Industry Forum

The Industry Forum will be the contact point between EGEE and the industrial world. Established and
managed in the framework of the Application Identification and Support activity NA4, the forum groups
together the potential users of the projects results and creates new opportunities of collaboration among
people acting in different disciplines and with different roles in the business world.

The Industry Forum members gain the know-how that will put them in a favourable position for the
development of new solutions and, in the long run, the commercialisation of value-adding services for a wide
set of users (in industry, institutions, commerce etc).

The Industry Forum organises meetings, coordinates on-line discussions, presents live demonstrations
where industrial representatives are able to acquire specific knowledge in terms of Grid technology and
applications.
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Name Institute Role and expertise
Guy Wormser CNRS-France NA4 overall manager. Chair of

the DataGrid management
board. In charge of the CNRS
effort in DataGrid and EGEE

Vincent Breton CNRS-France NA4 Bio-Med Application
manager. Responsible of Bio
applications in DataGrid.
Founder of HealthGrid
association.

Frank Harris CERN/Oxford NA4 HEP Application
manager. Responsible of HEP
applications in DataGrid.

Roberto Barbera INFN-Italy NA4 Generic Application
manager. Author of the
GENIUS grid portal, a widely
used user interface to various
GRID middlewares

Christian Saguez Ecole Centrale Paris-France Member of the NA4 Steering
committee. Chair of the EGEE
Industry Forum. Has
developed direct contacts with
over 50 large and small
companies interested in EGEE

Francois Etienne CNRS-France NA4 deputy manager.
Responsible of DataGrid test
bed.

Table | Composition of the NA4 steering committee

Interfaces with all EGEE activities

The application sector must interface with basically all areas of EGEE since it represents the end of this
complex chain, from middleware to operations, including quality insurance and security. This explains why a
special attention has been given to that aspect. To that effect, dedicated personnel has been allocated within
NA4 to liaise with its closest neighbours: dissemination and training on one side, middleware and quality
insurance on the other.

A full-time person will make sure that the EGEE virtuous cycle dissemination/training/user
induction/application deployment proceeds smoothly and will report both to NA2/NA3 and NA4 management.
A strong Verification and Validation team will be charged to produce test cases , starting from the various
use cases developed by the two pilot application domains and the other applications, in close contact with
middleware and quality assurance teams. They will then run these test cases on the infrastructure and report
any problems. This team will be led by CSSI (2 funded FTE) with the help of CNRS (1 funded FTE). Testing
suites for the HEP and biomed pilot applications based on presently existing ones developed in the context
of DATAGRID will be formally approved at month 1 as an internal milestone and maintained throughout the
project.

Application Partner FTE per
domain Task(funded)
|Bio CNRS (22) 2
CSIC (56) 1
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Application Partner FTE per
domain Task(funded)

UPV (59) 0,9
IMPB RAS(42) 0,3

IHEP CERN (1) 4
IHEP(41) 0,4
ITEP(43) 0,5
JINR(44) 0,4
PNPI(46) 0,4
RRC KI(47) 0,5
SINP-MSU(48) 0,5

|Generic INFN (31) 2
CESNET(4) 0,8
MTA(8) 0,2
DKRZ(26) 0,5
FhG(27) 0,5
FOM(36) 1

INA3 Liason |UEDIN(17) 0,5

Overa!l _ CNRS(22) 2

Coordination

Testing team||CNRS(22) 1
CSSI(23) 2

Table J Effort per task for each NA4 partner
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5.A.4.3 Justification of financing requested

The following table outlines effort and funding requested for that effort for the first 2 years of the project for
NA4 — Applications Identification and Support. Effort shown in brackets is matching effort contributed from
the partners’ existing Grid and related activities. The separation between “Funded” and “Unfunded” depends
on the accounting model chosen by each partner. For Full Cost (FC and FCF) model partners, the funded
effort is reimbursed at 50%.

Partner Effort funded (and unfunded),
in FTEs per year

1-CERN 4(4)

4-CESNET 1.6

8-MTA 0.2(0.2)

17-UEDIN 0.5(0.5)

22-CNRS 10

23-CSsSl 2

24-CRSA 2

26-DKRZ 1

27-FhG 1

31-INFN 2(2)

36-FOM 2

41-IHEP 1.6

42-IMPB RAS 1.3

43-ITEP 2

44-JINR 1.6

46-PNPI 1.6

47-RRC K 2

48-SINP-MSU 2

56-CSIC 2

59-UPV 2

Totals 41.4 (7.7) FTEs per year

Table K Summary of Effort and Funding Sought per partner

Full details of funding requested for these FTEs is given in the NA4 Summary Table.
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5.A.4.4 Summary
Activity number : | NA4 | Start date or starting event: | Project start
Participant: 1 4 8 17 22 23 24
CERN CESNET | MTA UEDIN CNRS CSsSli CRSA
Expected Budget 800 80 20 94 2000 377 384
per Participant (K€):
Requested 800 40 20 94 1000 188.5 192
Contribution
per Participant (K€):
Participant: 26 27 31 36 41 42 43
DKRZ FhG INFN FOM IHEP IMPB ITEP
RAS
Expected Budget 186 200 400 388 34 12 40
per Participant (K€):
Requested 93 100 400 194 17 12 20
Contribution
per Participant (K€):
Participant: 44 46 47 48 56 59
PNPI RRC SINP CsIC UPVv
JINR
Expected Budget 30 33.6 40 40 350 334
per Participant (K€):
Requested 15 16.8 20 20 175 167
Contribution
per Participant (K€):

Objectives

To identify through the dissemination partners a portfolio of early user applications from a broad range of
application sectors from academia, industry and commerce.

To support development and production use of all of these applications on the EGEE infrastructure and
thereby establish a strong user base on which to build a broad EGEE user community.

To initially focus on two well-defined application areas — Particle Physics and Biomedical sciences.

To define common application interfaces and tools

Description of work
Building upon our existing experience of the Grid applications domain in Europe we will focus on:

Identification of suitable user sectors and their applications with a demonstrated need of the EGEE
infrastructure in cooperation with the dissemination and training teams;
Establishing contact with suitable users within these sectors who are keen to commit time and effort
to understanding the benefits of the infrastructure to their particular application(s);
Undertaking feasibility studies to understand the complexity of application migration to be useful on
the Grid infrastructure;
The creation of an Industry Forum;
Training, with the direct help of Activity NA3, and support, with the direct help of Activity SA1 to these
new domains;
Initially, focus on the application needs of two committed groups of users: the Particle Physics
community and the Biomedical community and we will undertake the following specific activities:

o Identification of current applications portfolios.
Selection of a base applications portfolio for early use on the EGEE infrastructure.
The definition of a common application interface via generic use cases and requirements;
Support to the development community to migrate applications to the EGEE infrastructure;
Early feedback to the EGEE development activities to ensure EGEE developments meet the
immediate needs of established user communities.
Evaluation of grid impact on application performances.

O 0 0O

(0]
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Deliverables
DNA4.1 M3  (CNRS) Definition of Common Application Interface and Planning Document
DNA4.2 M6 (CNRS) Target Application Sector Strategy document
DNA4.3.1-3 M9 (CNRS) EGEE Application Migration Progress report with revisions at M15 and
DNA4.4 M24 (CNRS) Eﬁil Report of Application Identification and Support Activity

Milestones™ and expected result

MNA4.1 M1 (CNRS) Definition of requirements from applications and first version of associated
testsuite
MNA4.2 M6 (CNRS) First applications migrated to the EGEE infrastructure

MNA4.3 M12 (CNRS) First external review of Applications Identification and Support with
feedback

MNA4.4 M24 (CNRS) Second external review of Applications Identification and Support with
feedback

The expected outcome of the activity will be the establishment of a broad portfolio of applications across a
wide range of sectors suited to execution on the EGEE infrastructure meeting the needs of a broad collection
of user groups from many sectors across Europe.

Justification of financing requested

In total approximately €3.6 Million are requested for this activity. The effort paid for by this funding will be
matched with unfunded effort by the partners thereby doubling the available effort. This activity builds closely
on the experience of the user communities in the EU DataGrid project where the activities of experiment
independent application scientists, the so called “loose cannons” proved very successful in stimulating
application demand for the early testbeds. We have designed this activity around that experience and the
levels of funding requested reflect our knowledge of what is required.

' Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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5.A.5 Activity NA5 - Policy and International Cooperation
5.A.5.1 Objectives and expected outcome of the activity

The development of the Grid is a global activity. With its decision to make early funding available to the
European Grid community, the European Commission has enabled Europe to take its rightful place at this
table.
The principal objective of this coordination activity is to allow EGEE to operate in this global development
environment and to ensure Europe can work constructively with the major Grid players from around the
world.

In EGEE we will seek to cooperate with all of the global regions currently involved in Grid research and
development including (but not limited to): the Asia Pacific region, North America, Russia and South
America. In particular we will use the funding granted from the European Commission to support our in-depth
cooperation with the Russia Federation and continue to help the partners from the United States of America
to obtain US funding for their share of EGEE work. The specific objectives of this work are to:

e Foster cooperation between EGEE and the global regions listed above and in particular with the US
future NSF Cyberinfrastructure initiative. This will be implemented via the establishment of EGEE
Russian and US Grid federations. The corresponding work plan is documented in the other relevant
EGEE activity lines.

e Establish a elnfrastructure reflection group in Europe with active participation by a selected number
of European NRENs (GRnet, CSIC/Rediris, DFN and GARR), national Grid bodies and
governmental authorities with guidance from the EU.

e Through the various EGEE NA activities establish active collaboration with other EU Grid projects
and initiatives: contacts and preliminary discussions already started with the CND DEISA project in
view of developing a detailed roadmap about the establishment of the European Research
Infrastructure to be documented in a public deliverable first due at PM9 and revised at PM21. With
the launching of other EU Grid projects following the conclusion of the present open calls, this
collaboration will be extended to other projects and the above roadmap update accordingly.

e Close collaboration is under way with the SEE-GRID project coordinators and other related initiatives
such as Diligent, Gridlab Il, Garden, Grande and Invited. Other proposals will be contacted as they
become known, in particular after the conclusion of the IST call on Grid for complex problem solving.
An activity of coordination like GRIDSTART in the FP5 will be promoted within EGEE in view of
submitting a future SSA if appropriate.

e Play a leading role in standards setting through attendance by the various EGEE activity members at
global standards bodies such as the Global Grid Forum (with active support and resources provided
by NA2).

Specific deliverables of this work will include:

e A series of cooperation agreements with other relevant projects (already drafted with RN GN2 and
being considered for DEISA and will be proposed to other relevant initiatives).

e Through the establishment of a European elnfrastructure reflection group produce a series of
elnfrastructure White Papers and roadmaps.

e Establishment of pairing agreements between US projects and European Centres of Excellence (i.e.
EPCC/UK, PDC/S, CNAF/l, CERN/INT).

e Specific middleware components developed in both the United States of America to meet the
particular needs of the EGEE user and applications communities (through the activity of JRA1).

e Extension of grid infrastructure to Russian centres taking advantage of the extension of the GEANT
network to this region.

5.A.5.1.1 International Cooperation

We expect the benefits from the cooperation activity to be numerous — some tangible (e.g. specific software
components, interoperability tests, common access policies etc) and some intangible (e.g. greater dialogue
between global regions, greater understanding of the global user needs, greater understanding of specific
regional requirements in security for instance etc). While no specific funding is requested from the European
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Union in this task, we expect all partners to take a role in order to foster good international relations between
scientists and researchers around the world.

5.A.5.1.2 European elnfrastructure Reflection group

EGEE represents the first European production-quality Grid infrastructure at this scale. Built upon national
resources from across the EU and beyond, the need for policy setting in many areas is becoming more and
more important. As the flagship Grid infrastructure project in Europe it is important that EGEE takes a leading
role in the establishment of Grid policies across the European Research Area. The primary objective of this
work will be to facilitate and stimulate a EU elnfrastructure reflection group. The output from this group’s
deliberations will be a series of elnfrastructure White Papers and recommendations to the regulatory
authorities in the EU member states and in the EU Commission. The elnfrastructure reflection group will be
operated as follows:

e The elnfrastructure reflection group will be facilitated by EGEE who will coordinate the appointment of an
authoritative Chairman elected within the group.

e Membership of the elnfrastructure reflection group will be by invitation from the appointed Chairman in
consultation with EU member states authorities and under EU guidance.

e Members will be selected from senior relevant personnel from National Governmental funding bodies
and International Organizations, senior relevant personnel from European Infrastructure providers, key
international players and senior relevant personnel from the major European and national Grid initiatives.

e We accept that all of these members are extremely busy and difficult to obtain. To achieve our aims we
will therefore appoint dedicated staff to the task of stimulating discussions, running the group (including
minute taking and information dissemination) and the production of draft elnfrastructure White Papers for
subsequent consideration by the group and provide inputs for DG INFSO publications.

In order to expose the EGEE I3 to the chosen wide spectrum of senior policy makers from across Europe,

we will organise the one-day elnfrastructure reflection group meetings in conjunction with the major EGEE

Project Conferences. These will be held rotating among the current EU presidencies. As the elnfrastructure

reflection group gains momentum we expect to extend it to include International policy setting; with an

agreed European policy framework in place, this will give Europe a key strength in the global context.

Initial elnfrastructure Working Groups are expected to focus on: Common Access Policies, Resource

Sharing, Accounting, Cost Models, Networking, and Security including proper schemas for Certification

Authorities.

Should it be the case that another elnfrastructure reflection group is formed in the near future with the
support of the European Commission we will not compete with it but will seek to connect to it and support it.

5.A.5.2 Participants

The above described work will be supported by 3 EU funded FTEs and 3.9 FTEs which will be provided by
the interested NRENs, CERN, CNRS, INFN, PPARC and in coordination with the overall project
management and project office at CERN.

European NRENs

The National Research and Education Networks provide networking services to the research and education
communities. NRENs aim to deploy the most advanced national networking infrastructures for research,
requiring that they gather requirements and determine specifications for, finance, procure and manage the
network infrastructure and services. They also collaborate to deploy the pan-European research backbone,
GEANT. The selected NRENs have extensive knowledge of the structure and operational procedures of the
corresponding NREN Policy Committee and have been contributing towards the establishment of the
integrated research networking and Grid infrastructure for eScience, called “elnfrastructure”
(http://www.einfrastructures.org). The Greek Presidency - Ministry of Development-GSRT, the European
Commission and the Greek Research and Technology Network (GRNET) in collaboration with the Greek
National Documentation Centre (EKT) organized the first elnfrastructure event in Athens, where one of the
basic output-recommendations was the establishment of the elnfrastructure reflection group. The effort paid
for by the European Commission will be fully matched by the NRENs and deployed to facilitate and stimulate
the elnfrastructure reflection group and the other above mentioned related activities. The NRENs and
network related organizations will organize themselves, for administration purposes, into a federation
including TERENA, DANTE, DFN and GARR with representatives from GEANT and RN2(Geant2).
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United States of America

EGEE will interact with the Grid R&D community in the US via the Globus and Condor projects. This is a
natural choice as the two projects are involved in most of the Grid projects in the US and are likely to play a
key role in providing Grid technology and middleware to EGEE. Of particular importance in this context is the
support of the Virtual Data Toolkit. Each of the projects will “pair” with an EGEE centre of excellence (for
instance Globus with NeSC/EPCC (UEDIN) in the UK and CERN and Condor with INFN in Italy and PIC in
Spain). Close ties between the US projects and suitable EGEE partners will guarantee effective exchange of
technology and requirements and facilitate mutual trust and timely flow of information. The Principal
Investigators of the US projects will coordinate the US interaction with EGEE. They will leverage existing
funding (NMI-1, GriPhyN, iVDGL, PPDG) to support this collaboration. An initial sum of 250K$ from the
American funding agencies for 2004 has been agreed to support this activity and it is expected that this will
be increased as the detailed planning of the activities on both sides of the Atlantic progress.

Relationship of EGEE to US Cyberinfrastructure activities

Once the EGEE Grid empowered infrastructure in operation, we will negotiate with the US Department of
Energy (DOE) and the US National Science Foundation (NSF) to establish links to key portions of the US
Cyberinfrastructure Grid activities. We have already had informal discussions with those agencies and both
have expressed great interest in pursuing such collaborations.

The value of Grids grows exponentially as the number and type of resources accessible through grids
increases. This is an extension of Metcalfe’s Law, which states that the usefulness, or utility, of a network
equals the square of the number of users. Furthermore, many Grid applications, both scientific research
projects and commercial activities, involve people, institutions, and resources that are located in the United
States.

Consequently, EGEE plans to connect US Grid activities of the US DOE and the US NSF. The DOE
connection is largely related to the LCG CERN project. The NSF connection will be broader and associated
with the Cyberinfrastructure activities. The NSF has funded the Teragrid, which is in the final stages of
implementation as a production Grid for scientific Grid computing. In addition, NSF has announced plans to
increase substantially over the next year the number of institutions connected by the Teragrid. The EGEE
Director has close working relationships with the leaders of Teragrid, which will facilitate the planned
collaborations and connections.

The Grid middleware in use by Teragrid is compatible with that which will be deployed by EGEE. As noted
elsewhere in this proposal, the EGEE partners have extensive experience working with the key developers of
the Globus, Condor, and OGSA/OGSI middleware. Multi-gigabit/s network links to the US research networks
are in place and there are plans for additional ones. In addition, the Cyberinfrastructure plans include a
considerable emphasis on data-intensive Grid applications and on providing access to large collections of
scientific data, much of which would be highly valuable to European Grid projects.

Russia

The main goal of the cooperation with Russia is the integration of the Russian GRID segments, created over
the past two years, into the EGEE infrastructure.

Since several Russian HEP institutes have participated unfunded in the European GRID project DataGrid,
and this has included the successful deployment of the DataGrid middleware and participation in DataGrid
testbeds. A Russian Certification Authority centre (http://Ihc.sinp.msu.ru/CA) has been created, providing this
service to users from across Russia. A prototype GRID Operations Centre has been created in the
framework of this activity (including such basic services as resource brokering and Grid monitoring).

Over the past two years the basic application area for the Russian Grid activity has been High Energy
Physics, although biology is becoming an increasingly important field. Russian HEP institutes from 1999
have participated actively in LHC computing, and since 2002 have started their participation in LCG project.
A Russian Regional Centre had joined the LCG infrastructure in July 2003.

Considerable important Grid research and development activities are ongoing in Russia. In particular, at the
Keldysh Institute of Applied Mathematics RAS (KIAM RAS) the Metadispatcher is being developed with a
focus on the implementation of advanced mathematical algorithms for resource allocation and job
scheduling. RRC KI (partner 47) is the coordinating institute for the proposed Russian Fusion grid project to
start in 2004.
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Up to now the Grid activity in Russia has been based on the deployment of Grid middleware, developed in
Europe (DataGrid) and USA (GLOBUS, Condor) with a basic emphasis on intensive operations with huge
data globally distributed over the computing centres around the world. This task is recognized by Russian
scientific community as the primary priority for successful participation in international scientific projects. To
attain this target, six HEP and nuclear institutes (SINP MSU, ITEP, RRC KIl, JINR, IHEP, PNPI), the
mathematics and computer science institute (KIAM RAS) and the biology institute (IMPB RAS) have
organized a consortium - Russian Data Intensive GRID (RDIG).

Using the funding allocated by the EU and fully matched by the Russian funding agencies, RDIG will
undertake the following tasks:
e Integrate RDIG as an operational and functional part of EGEE infrastructure by
o Establishing a Russian Core Infrastructure Centre (CIC) from month 12
o Establishing distributed Regional Operations Centre
o Integrating the RDIG infrastructure with EGEE
e Participation in Application Identification and Support tasks.

5.A.5.3 Justification of financing requested

The following table gives the distribution of funded and unfunded resources per year for this activity. The
separation between “Funded” and “Unfunded” depends on the accounting model chosen by each partner.
For Full Cost (FC and FCF) model partners, the funded effort is reimbursed at 50%.

Effortin FTE
Partner (EU funded +
unfunded)*
CERN 1.0+1.0
GRNET 1
INFN 0.5+ 0.5
CsIC 1
DFN 0.5+ 0[2]
GARR 0.0+ 0.5
PPARC 0.2
CNRS 0.0+0.2
FZK 0.0+ 0.5

Table L NAS effort (funded and unfunded) in FTEs

This combination of a funded and unfunded resources will allow the establishment of a core support centre
distributed through the major funded partners and a network of distributed activities in the various federations
to make sure the proposed policy are widely recognized and take into account the maximum spectrum of
resources and needs.

PPARC

Management and coordination of individual consortium contributions to the EGEE project is understood to be
accounted within each work area of the project (funded or unfunded). Within the UK + Ireland, coordination is
through the UK Particle Physics and Astronomy Research Council (PPARC) on behalf of the UK e-Science
Programme. PPARC will provide the direct link to the UK e-Science programme and coordination with other
UK Research Councils. This coordination effort is unfunded EU effort accounted to the appropriate work
packages. However, a small fraction of the total funded effort, relating specifically to travel in support of
coordination of the UK+lIreland consortium, representation on EGEE executive and related committees, and
conferences, workshops, and other events forming a part of the NA5 activities, is accounted here.

" The numbers shown have been rounded for simplicity. See the NA5 activity summary table for exact
figures.
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United States of America

Discussions are on-going with the US groups to clarify the level of their commitment to the EGEE project and
the mechanism by which it will be enacted. Clarifications will be made before the project start-date.

Russia

The funding requested from the European Commission will be matched by the financial support of RDIG
activity by Russian financing agencies in the framework of Joint Programme "Creation of National Computer
Network of New Generation" (Ministry of Industry, Science and Technologies - MolST; Ministry of Atomic
Energy - MOAE; Russian Academy of Sciences - RAS; and others), and by the local sources of the
participating institutes. Then, additional budgets from these and other Russian sources will be allocated to
cover EGEE relevant costs on equipment, networking (regional and international links, in particular link to
GEANT), overheads etc. The total budget requested from the European Commission of 1 MEuro for two
years will be sufficient to fund an additional total of at least 13 FTESs in Russian institutes.
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5.A.5.4 Summary
Activity NAS5 Start date or starting event: Project start
number :
Participant: 1 18 22 28 31 51 56 69 70
CERN | PPAR | CNRS | FZK INFN GRNET | CSIC DFN GARR
C
Expected Budget 200 8 40 100 100 230 230 107.5 | 100
per Participant:
Requested Contribution 200 4 0 0 100 115 115 1075 | O

per Participant:

Objectives
The objectives of this coordination work are to:

Foster cooperation between EGEE and the rest of the world Grid activities.
Establish a elnfrastructure reflection group in Europe.

Establish in-depth cooperation between two specific countries — the United States of America and
Russia for mutual benefit.

Be the European counterpart of the being launched US Cyberinfrastructure Initiative.

Play a leading role in standards setting through our attendance at global standards bodies such as the
Global Grid Forum.

Description of work
The proposed work will focus on the support of the project delivery of:

A series of cooperation agreements with regions from around the world.

Through the establishment of a European elnfrastructure reflection group produce a series of
elnfrastructure White Papers and roadmaps.

Establishment of pairing agreements between US projects and European Centres of Excellence.

Specific middleware and application components developed in both the United States of America and
Russia to meet the particular needs of the EGEE user and applications communities. The work with the
US will have a specific focus on Globus, Condor and in particular the Virtual Data Toolkit (VDT) which
are fundamental components of the grid middleware.

Deliverables

DNA5.1.1-4 M4 (CERN) elnfrastructure reflection group White Papers in conjunction with the EGEE

Project Conferences

DNA5.2 M6 (CERN) European Grid project synergy roadmap (in collaboration with DEISA, SEE-
GRID and other relevant initiatives and EU projects)

DNAS5.3 M12 (CERN) Progress report on International Cooperation Activities

DNA5.4 M18 (CERN) European Grid project synergy report (in collaboration with DEISA, SEE-

GRID and other relevant initiatives and EU projects)

DNA5.5 M24 (CERN) Final progress report on International Cooperation Activities

Page 103 of 212




SEGG

508833 Enabling Grids for 29/01/2004
E-science in Europe
Milestones'® and expected result
MNA5.1 M9  European Grid project synergy roadmap. First draft elnfrastructure White Papers

issued

The expected outcome of the activity will be the establishment of an EU elnfrastructure reflection group,
contribution to EU DG INFSO publications and concertation events and a broad portfolio of mutually
beneficial cooperation with other projects and initiatives from around the world who are currently involved in
Grid research and development.

Justification of financing requested

The requested funding from the European Commission will support approximately 3 FTEs plus their travel
costs and overheads. They will part of a team of approximately 7 FTEs.

The funding proposed from the European Commission for Russia, which will be matched by Russian funding,
will be sufficient to fund an additional total of at least 13 FTEs in Russian institutes (€1million).

2 Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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5.A.6 Overall Implementation and Co-ordination of the Networking Activities

5.A.6.1 Relevance to the Objectives of the Networking Activities

5.A.6.1.1 Execution plan for first 24 months

Figure 11, on the following page, shows a Gantt chart and Activity Interdependencies diagram for NA1 to
NA5. Although funding in this proposal is only sought for the first 24 months of the EGEE 13 we expect its
final duration to extend to 48 months. Our detailed planning at this stage only extends to the first 24 months.
At project month 18 we intend to submit a second proposal addressing the latter 24 months of the project
with detailed planning based on our experiences in the first 24 months. The first 24 months of the project
from the standpoint of the Networking Activities will progress as follows:

Project start: The detailed planning of the management structures and functions described in NA1
will allow the project to become quickly established. We intend to have all management functions
and staffing in place by the start of the project to ensure a quick start-up phase. Each of the five
networking activities begins at the start of the project. We are committed to ensuring our initial plans
are at an advanced stage by the time the project starts. The Project Consortium Agreement will have
been signed by all partners.

PM3: The first milestones for NA2 and NA3 occur at the end of PM3. Both of these activities will
have completed their planning phases and delivered the initial dissemination plan, target audience
strategy and training plan documents. Initial dissemination will have started and the production of
training courses will have begun. NA4 will have completed its planning and defined its Common
Application Interface.

PM6: This milestone is shared by activities NA2 to NA5 and represents a key transition in the project
from start-up phase to the main phase. The NA1 management activities will be running smoothly, the
first Project Conference will have taken place with many additional meetings such as the EU
elnfrastructure reflection group having taken place around it. The dissemination activities of NA2 will
be well underway and initial progress will be reported. The first user training material and induction
course will be available from NA3 and initial progress in this area will be reported. With regard to
applications the first of these will have been ported to the EGEE infrastructure.

PM9: The main focus at this point will be the first review by the European Commission. We will use
this process to address any shortcomings which are identified in the project and to take refocus any
work, including reassignment of effort and responsibilities, where failing partners are identified.
PM12: This point represents the middle of the project (assuming initial funding for 24 months). Many
deliverables are due between PM6 and PM12 including: the first Annual Report; revised
dissemination and training plans, based on experience to date; the first application migration and
target application sector strategy reports; and the first report on international cooperation.

PM18: The project will be mature by this point. Each of the activities will have developed to a stable
position. The main focus at this point will be the second review by the European Commission. We
will use this process to address any shortcomings which are identified in the project and to take
refocus any work, including reassignment of effort and responsibilities, where failing partners are
identified. The initial group of planning and reporting deliverables will have been updated more than
once. At this point we will seek to propose a 24 month extension to EGEE and refocus the work
accordingly.

PM24: If, for whatever reason, no further funding is forthcoming, this point will mark the end of the
project. The final project review will occur at this point

The proposed management structure which will oversee and coordinate activities NA2 to NA3 is shown below:
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Dissemination &
Training Manager
(NESC)

I

NA2 ‘ NA3
Dissemination Training
Manager Manager
(TERENA) (NESC)

Figure 10 NA2-NA3 Management Structure — the diagram shows the overall management by NeSC of these
activities with specific organisations identified to lead each individual activity.
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MNA1L.1
MNA1.2
MNA1.3

MNA2.1.1
MNA2.2.1
MNA2.3.1
MNA2.1.2
MNA2.2.2
MNA2.4

MNA2.5.1
MNA2.3.2
MNA2.5.2
MNA2.3.3

MNAZ2.6
MNA3.1
MNA3.2
MNA3.3
MNA3.4
MNA4.1

MNA4.2

MNA4.3

MNA4.4

MNAS.1

M9
M18
M24

M1
M1
M3
M6
M6
M6
M6
M9
M12
M15

M24
M3
M6
M12
M24
M1

M6

M12

M24

M9

Successful completion of first review
Successful completion of second review

Successful completion of third and final review

Release of Basic External website, mailing lists and tools
Release of basic internal website, mailing lists and tools
First version of the project information dissemination plan
External web site and tools reach full capability

Internal web site and tools reach fully capability

Publicity material production

First Dissemination Progress Report

Revision of the Dissemination plan available

Second Dissemination Progress Report

Final Version of the Dissemination plan available (including exploitation details provided
by project partners)

Final Dissemination Report addressing the issues of public participation and awareness
Planning phase complete — DNA3.1.1 delivered

First user training material and induction course available

First external review of User Training and Induction with feedback

Second external review of User Training and Induction with feedback

Definition of requirements from applications and first version of associated testsuite
First applications migrated to the EGEE infrastructure

First external review of Applications Identification and Support with feedback
Second external review of Applications Identification and Support with feedback

European Grid project synergy roadmap. First draft elnfrastructure White Papers issued

Table M — Summary of NA1-NA5 milestones
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DNA1.1.1-8
DNAL1.2
DNA1.3.1
DNA1.3.2
DNA1.3.3
DNAl.4

DNA2.1

DNA2.2.1-2
DNA2.3.1-2
DNA2.4.1-3

DNA2.5
DNA2.6.1-3
DNA2.7

DNA3.1.1-3
DNA3.2

DNA3.3.1-3
DNA4.1

DNA4.2

DNA4.3.1-3

DNA4.4

DNAS5.1.1-4

DNAS.2

DNA5.3
DNAS5.4

DNAS.5

M3
M3
M9
M18
M24
M24

M1
M1
M1
M3

M6
M6
M24

M3
M6

M9
M3

M6

M9

M24

M4

M6

M12
M18

M24

Quarterly periodic reports
Gender Action Plan
Periodic report

Periodic report

Periodic report

Report on Gender Action Plan

Production of Project Information Presentation
External customer facing web site, mailing lists and web based tools
Internal project facing web site, mailing lists and web based tools

Dissemination Plan with revisions at M9, and M15 including a formal planning for
using and disseminating knowledge throughout the project (including target audiences
and measures for success)

Production of appropriate printed PR material
Dissemination Progress Reports with revisions at M12 and M18

Final Dissemination & usage Report addressing the issues of public participation and
awareness

Training Plan with revisions and M9 and M15
Initial Training Course Material (continuously revised thereafter)

Training Progress Report with updates at M15 and M24
Definition of Common Application Interface and Planning Document

Target Application Sector Strategy document
EGEE Application Migration Progress report with revisions at M15 and M21

Final Report of Application Identification and Support Activity

elnfrastructure reflection group White Papers in conjunction with the EGEE Project
Conferences

European Grid project synergy roadmap (in collaboration with DEISA, SEE-GRID and
other relevant initiatives and EU projects)

Progress report on International Cooperation Activities

European Grid project synergy roadmap (in collaboration with DEISA, SEE-GRID and
other relevant initiatives and EU projects)

Final progress report on International Cooperation Activities

Table N — Summary of NA1-NA5 deliverables
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Mo01 DNA2.1 Production of Project Information Presentation
Mo01 DNA2.2.1 External customer facing web site, mailing lists and web based tools
Mo1 DNA2.3.1 Internal project facing web site, mailing lists and web based tools
M03 DNA2.4.1 Dissemination Plan with revisions at M9, and M15 including a formal planning for using

and disseminating knowledge throughout the project (including target audiences and
measures for success)

M03 DNA3.1.1 Training Plan with revisions and M9 and M15

MO03 DNA4.1 Definition of Common Application Interface and Planning Document

MO04 DNAS5.1.1-  elInfrastructure reflection group and associated White Papers with further meetings

4 and draft White Papers in conjunction with the EGEE Project Conferences

M06 DNA2.2.2 External web site and tools at full capacity.

M06 DNA2.3.2 Internal web site and tools at full capacity.

MO06 DNA2.5 Production of appropriate printed PR material

M06 DNA2.6.1 Dissemination Progress Reports with revisions at M12 and M18

MO06 DNA3.2 Initial Training Course Material (continuously revised thereafter)

M06 DNA4.2 Target Application Sector Strategy document

M09 DNA1.3.1 Periodic report

M09 DNA2.4.2 Dissemination Plan revision including a formal planning for using and disseminating
knowledge throughout the project (including target audiences and measures for success)

M09 DNA3.1.2 Training Plan revision

M09 DNA3.3.1 Training Progress Report with updates at M15 and M24

M09 DNA4.3.1 EGEE Application Migration Progress report with revisions at M15 and M21

M09 DNA5.2 European Cl roadmap (in collaboration with DEISA and other relevant initiatives)

M12 DNA2.6.2 Dissemination Progress Reports revision

M12 DNA5.3 Progress report on International Cooperation Activities

M15 DNA2.4.3 Dissemination Plan revisions including a formal planning for using and disseminating
knowledge throughout the project (including target audiences and measures for success)

M15 DNA3.1.3 Training Plan revision

M15 DNA3.3.2 Training Progress Report update

M15 DNA4.3.2 EGEE Application Migration Progress report

M18 DNA1.3.2 Periodic report

M18 DNA2.6.3 Dissemination Progress Reports revision

M21 DNA4.3.3 EGEE Application Migration Progress report

M21 DNA5.4 Revised European Cl roadmap (in collaboration with DEISA and other relevant initiatives)

M24 DNA1.3.3 Periodic report

M24 DNA1.4 Report on Gender Action Plan

M24 DNA2.7 Final Dissemination & usage Report addressing the issues of public participation and
awareness

M24 DNA3.3.3 Training Progress Report update

M24 DNA4.4 Final Report of Application Identification and Support Activity

M24 DNA5.5 Final progress report on International Cooperation Activities

Table O: Summary of NA1-NA5 deliverables in Chronological Order
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5.A.6.2 Networking Activities final summary

Overall, the ensemble of the networking activities which has been presented in this section has been
designed with four clear goals in mind:

1.
2.

3.

4.

To ensure the proper and effective management of the EGEE I3;

To provide appropriate dissemination of the opportunities afforded by the EGEE infrastructure to as
wide a constituency of potential users from industry, academia and commerce as possible.

To enable the creation of new users, to train them to make their first use of the infrastructure and to
guide them to become experienced users.

To promote international collaboration with similar projects in and outside the EU.

Each of the activities presented has key links into other activities integrated by EGEE. These links include:

NA1: The overall management activity is designed to link to all of the integrated activities in order to
ensure the smooth management of the project;

NA2: Will work closely with the service activities to ensure the benefits of EGEE usage are widely
disseminated. At the same time this activity will seek to feed information into the joint research
activities gathered from user feedback on the website for instance.

NA3: The development of the training work packages will be very closely linked to the specific
support activities. This will ensure the training activities train the user community based on the latest
information available from the service providers.

NA4: We expect the applications identification process to find many instances of missing
functionality in the EGEE infrastructure. This activity will work closely with the joint research activities
to ensure these needs are passed on and the various application communities are kept well
informed of progress to meet their needs.

NA5: The EU elnfrastructure reflection group activity will attempt to formulate policies for the Grid
based on the experience of the specific service activities. Close links with these activities, and the
joint research activities in the context of international cooperation are therefore vital and will be
pursued vigorously. Close collaboration with similar international Grid activities will be promoted
through this activity in connection with the Specific Services and Joint Research activities.

The partners believe that the success of these networking activities will be key to the growth of the user
base, and therefore to the success of the infrastructure.
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5.B Specific Service Activities

5.B.1 Scientific and Technological Excellence
5.B.1.1 Quality of the Grid-empowered infrastructure

This principal aim of EGEE is to integrate existing national, regional and thematic Grid efforts in order to
create a production-quality European Grid infrastructure operating 24 hours per day which will enable access
to computing, storage, instrumentation and informational resources across the European Research Area, for
a diverse range of e-Science user communities. Existing scientific and computing infrastructures and
information sources will thus be made available to a wider range of researchers than ever before, vastly
increasing the interconnectivity of European research and ensuring the fullest exploitation of those
resources. New collaborations, new services and new modes of interaction will arise, with the European Grid
infrastructure acting as the medium. This infrastructure will be unique in the world, as no other country or
region is currently planning an integration of resources on this scale.

The computing resources that EGEE integrates will be provided by a large, and growing, number of
Resource Centres. These will operate over a wide scale of capabilities, ranging from a simple informational
resource to large-scale computing and storage centres. These Resource Centres are not supported directly
by the EGEE project, but represent one of the main contributions of the project partners. Table P below gives
an overall summary of the resources located at some of the leading computer centres in Europe, which are
partners to the EGEE project.

Table P Overall summary of computer resources of EGEE partners

e 7 2
g 2 T |z g

s 2 2 |22 |zg £ | EE |35 |E3

= c S o T O n o ~ oo =3 =1

g 3 o o >3 o 5g 28 S

o O >0 129 = [ IFE 2 =
(CERN) N/A N/A 900 140.0 800.0 1250.0 | 10000.0
France N/A N/A 915 22.6 300.0 2333.3 | 2333.3
Germany N/A N/A 489 43.3 114.5 413.8 102.7
Italy 100.0 100.0 725 60.0 100.0 1000.0 | 1000.0
UK and Ireland | N/A N/A 900 200.0 150.0 1000.0 | 10000.0
Austria N/A 1.2 3 0.1 N/A 25.0 25.0
Czech Rep N/A 55 64 12.5 7.2 1000.0 | 625.0
Hungary N/A 54.0 545 1.6 0.6 61.7 1166.7
Poland 36.9 45.1 205 4.6 9.7 28.3 114.0
Slovakia N/A N/A 24 0.2 N/A 100.0 N/A
Slovenia N/A N/A 30 2.5 N/A 300.0 250.0

Central-East Total 36.9 105.8 871 21.5 17.5 136.1 590.5
Belgium N/A N/A 50 2.0 N/A N/A N/A
Denmark N/A N/A 60 1.0 N/A N/A N/A
Norway N/A 99.6 94 1.2 6.0 1000.0 | 2500.0
Sweden N/A N/A 800 120.0 120.0 1000.0 10000.0
Netherlands N/A 1000.0 1000 50.0 500.0 500.0 200.0
Finland N/A N/A 32 N/A N/A 1000.0 1000.0

Northern Total N/A 1099.6 | 2036 174.2 626.0 642.9 2314.3
Bulgaria N/A N/A 12 0.2 N/A 10.0 3.4
Cyprus N/A 4 18 0.1 N/A 100.0 15.0
Greece N/A N/A 192 10.0 5.0 1000.0 | 2500.0
Israel N/A N/A 50 2.2 N/A 100.0 15.5
Romania N/A 4.5 50 1.5 N/A 250.0 77.5
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Southeast Total N/A 8.5 322 14 5.0 292 522.28
Portugal N/A N/A 50 1.0 N/A 100.0 160.0
Spain N/A N/A 208 9.5 115.7 587.5 144.4
Southwest Total N/A N/A 258 10.5 115.7 533.3 146.2
‘ Russia N/A 2.8 152 36.1 59.6 296.7 71.8
Other Total N/A 2.8 152 36.1 59.6 296.7 71.8
Grand Total 137 1313 7691 757 2388 657 1095

The computing resources that the partners bring to the project are detailed in Table 6 below. This table
details both the computing resources and human resources contributed by the regional partners to the EGEE
project. To represent the scale of the computing resources, the number of cluster nodes has been used.

Table 6 General description of the constituent parts of the Grid-empowered infrastructure.
Note: In this table the personnel total is shown to indicate the scale of the institution or resource centre. The “% dedication” column
indicates the fraction of those staff that will be involved in operating and making those resources available to EGEE. The number of
cluster nodes shows the size of the compute resource at that centre, while the “% nodes” column indicates the fraction that will be

available to EGEE.

= s
o — = —
= [] T o
c > 2 28 £ S T . ]
s | € E o9 S _ T | 288 |3
g |3 5 83 5% |3 | 533 |
4 5} §) zg ge L Z3 e &
CERN www.cern.ch 280 43 1800 50
CGG WwWw.cgg.com 4 25 250 40
CNRS www.cnrs.fr 15 63 150 20
France CRSA www.ecp.fr 6 67 20 100
Ecole Centrale Paris www.ecp.fr 1 100 50 50
IN2P3 www.in2p3.fr 30 35 1200 60
Saclay www-dapnia.cea.fr 2 50 100 20
France Total 79 62 1770 32
DESY www.desy.de 11 8 4 50
German GSI www.gsi.de 7 23 100 15
Y FZK www.fzk.de 22 | 40 700 | 50
FhG www.fhg.de 29 21 157 24
Germany Total 69 25 961 42
INFN www.infn.it 40 67 750 73
Uni-Napoli WWW.unina.it 5 40 100 50
Italy Uni-Lecce www.unile.it 5 40 100 50
Uni-Cosenza www.unical.it 5 40 100 50
ENEA www.enea.it 14 14 110 22
Italy Total 69 50 1160 62
UK and PPARC, University of www.research-
Edinburgh, CLRC, UCL, " . 235 15 6400 34
Ireland : councils.ac.uk/escience
Dublin
Austria Austrian Grid Consortium | www.gup.uni-linz.ac.at/austriangrid 3 50 9 30
Czech Rep CESNET Meta.cesnet.cz 20 34 160 40
Budapest Techn. Univ. | 1y jit bme.hu 8| 20 22| 30
and Economics
KFKI Research Institute
for Particle and Nuclear www.rmki.kfki.hu 4 63 50 100
L Hungary Physics
g MTA SZTAKI www.|pds.sztaki.hu 4 60 58 50
w Office for National
© Infrastructure and www.iif.hu 10 30 1500 30
% Information Development
O Academic C.C.
CYFRONET Cracow Univ | www.cyf-kr.edu.pl 9 50 46 50
Poland of Science and Tech
ICM www.icm.edu.pl 10 60 128 60
Poznan Supercomputing
and Networking Center www.man.poznan.pl 28 6 132 10
Slovakia Institute of Informatics agents.ui.sav.sk 9 32 24 100

Page 113 of 212



SEGG

508833 Enabling Grids for 29/01/2004
E-science in Europe
- 5
o — 2 —
= [3] T o
c > 3 2o = o 5 3
o IS 5 P S = ® 223 3
51 3 5 33 28 3 Ego e
4 5} §) R £e L Z23 2 S
Slovenia Jozef Stefan Institute www-f9.ijs.si 4 40 60 50
Central-Europe Total 109 40 2189 48
Belgium None 7 50 100 50
c Denmark Niels Bohr Institute www.nbi.dk 7 29 1200 5
5 Bergen Center for -
[}
£ Norway Computational Science www.ii.uib.no 14 27 144 65
2 Sweden SNIC/SweGrid WWW.Shic.vr.se 49 14 1600 50
Netherlands DutchGrid www.dutchgrid.nl 0 0 1000 100
Finland None 2 50 74 43
Northern Total 79 28 4118 54
Bulgaria CLPP, INRNE www.bas.bg 14 37 36 33
'@ Cyprus ucy gris.ucy.ac.cy 10 20 36 50
u Greece GRNET www.hellasgrid.gr 24 16 640 30
§ Israel IUCC www.iucc.ac.il 34 10 500 10
@ Romania ICI-National Inst. for R&D WWW.ici.ro 24 60 100 50
in Informatics
Southeast Total 106 29 1312 25
Portugal LIP www.lip.pt 4 50 124 40
. INTA CAB Madrid www.cab.inta.es 11 9 50 64
2 CESGA Santiago Www.cesga.es 6 17 80 30
% CSIC CNB Madrid www.cnb.uam.es 4 25 28 10
=] Spain IFAE PIC www.ifae.es 10 30 50 50
8 ITACA Valencia www.itaca.upv.es 4 25 100 20
CSIC IFIC Valencia ific.uv.es/ 4 25 192 25
CSIC IFCA Santander www.ifca.unican.es 4 25 170 33
Southwest Total 52 23 794 30
IHEP (Institute of High .
Energy Physics) www.ihep.ru 12 50 40 60
IMPB RAS (Institute of
Mathematical Problems www.impb.ru 12 50 32 25
of Biology)
ITEP (Institute For
Theoretical and www.itep.ru 27 50 100 40
5 Experimental Physics)
< Russia RRC KI (Russian
o Research Centre www.kiae.ru 11 68 32 25
“Kurchatov Institute”)
JINR (Joint Institute for -
Nuclear Reserch) WWW.jinr.ru 10 50 80 30
PNPI (Petersburg .
Nuclear Physics Institute) WWW.pnpi.spb.ru 6 50 20 50
S”\.‘P M.OSCOW State gris.sinp.msu.ru 14 61 40 30
University
82 61 344 37
Other Total
Grand Total 1238 | 37 | 17654 | 43

The scale of the infrastructure for which EGEE is aiming is substantial. Some indicative figures in terms of

computing resources and utilisation are:

e End 2005 (year 2): In excess of 50 Resource Centres connected providing 25,000 processors with
>5 petabyte storage, and delivering a sustained throughput of at least 2000 jobs per hour.
e End 2007 (year 4): In excess of 200 Resource Centres connected providing 100,000 processors with
>15 petabyte storage, and delivering a sustained throughput of at least 5000 jobs per hour.
The role of EGEE is to make the resources at the Resource Centres accessible to user communities and
virtual organisations across Europe in a professionally managed, persistent and secure way. The Grid-
empowered infrastructure that EGEE brings together will therefore offer a range of services to these
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communities and organisations. These services are fundamentally generic in nature and belong to four broad
categories:

e Access to the resources of the Grid,

e Operation of the Grid as a reliable service,

e Deployment of New Resources and Middleware on the Grid,

e Support for Grid operations at the regional and global level.

The services are listed in Table 7 and their integration is more fully described in the activity SA1 and SA2.

Table 7 General description of the services provided by the Grid-empowered infrastructure

Service Objectives User Community Served
Resource access Allow users access to a large collection of | Applications communities
computing resources, mediated by
resource brokering

Data/Application Provide data and applications at the Applications communities
Repository resources where they are to be used

Information Publish information on Grid services and Applications and resource
services locations, resource capabilities and state communities

User organisations | Provide framework for authentication and | Applications communities
authorization

Monitoring and Monitor the operational state of the Application and resource
control infrastructure, exercising control to communities

maintain performance
Middleware Assist Resource Centres in deployment of | Resource Centres
deployment middleware

Resource validation | Validate a Resource Centre’s deployment | Resource Centres
before connecting to infrastructure

Resource centre Receive, respond and resolve to Resource Centres

support operational problems.

User support Resolve user problems with infrastructure. | Users in application communities
Networking Provision of managed network resources | All user communities

Specific user services including specific user support are developed as part of NA4.

5.B.1.2 Quality of the management

Built on top of a network of Resource Centres are the three layers of Operations, Support and Management
as illustrated in Figure 19.

a) Layer | Regional Operations Centres (ROC) which deploy Grid middleware at Resource Centres to
connect resources to the EGEE Grid and provide geographically local front line support to both users
and Resources Centres on a 24x7 basis. There will be an ROC in each of the eight partner regions
participating in EGEE, plus CERN. The ROC mandate includes the support to new Resource centres
joining EGEE, the test and certification of those as EGEE nodes, as well as the detailed
troubleshooting and middleware upgrades.

b) Layer Il Core Infrastructure Centres (CIC) which provide the basic service infrastructure of the Grid,
operating the key services which connect users with resources. The CICs will also support the
Regional Operations Centres. The CICs will guarantee 24x7 operations of the grid infrastructure.

c) Layer lll Operations Management Centre (OMC) which manages the operation of the entire EGEE
Grid from a single centralised location.

The three support layers described above are all part of activity SA1 European Grid Operations Support and
Management, and are staffed by people working for EGEE (funded jointly by EGEE and the national
programmes), whereas the Resource Centres are staffed by the organisations that control the resources.
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Operations Management Centre
@ Core Infrastructure Centre

O Regional Operations Centre

Figure 12: Distribution of Service Activities over Europe. The symbols illustrate regional distribution
and do not reflect precise geographical location of activities. The structure of the Grid services will
comprise: EGEE Operations Management at CERN; EGEE Core Infrastructure Centres in the UK,
France, Italy, Russia (PM12) and at CERN, responsible for managing the overall Grid infrastructure;
Regional Operations Centres, responsible for coordinating regional resources, regional deployment
and support of services. Specifics of the roles and responsibilities of these centres are included in
the SA1 description.

The deployment, operation and support of the Grid-empowered infrastructure is the objective of the dominant
service activity, SA1, which clearly describes the roles and responsibilities of the centres in the above layers.
The management structure that binds these centres together with the Network Resource Provision activity
SA2 is illustrated in Figure 13. By ensuring that a single manager in the Project Executive Board has
overview and responsibility for all Service activities, a high degree of coordination and consistent decision
making can be ensured.
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omc

Operations Manager
{CERN)

cic | Network Resource

ROC Coordinator Centre Managers | Provision

Centre Managers INFN - CNAF (ltaly) Network Manager

- H ? .

Barcelona -IFAE - PIC (Spain) CCLRC (UK) GEANT fNREN
INFN - CNAF (Italy) CERN . ; .
CCLAC (UK) IN2ZP3 - CNRS (France) NRENS being defined in
CYFROMNET {Poland) MSU-SINP {Russia) — from M12 collaboration with GN2
FZ Karlsruhe {Germany)
GRMNET (Greece)

IN2P3 (France)
MIKHEF [ML) + SNIC (Sweden)
IHEP {Russia)}

Figure 13 Management Structure for Specific Service Activities SA1, SA2.

5.B.1.3 Quality of the scientific environment

Much of the core middleware functionality required for initial operation of the Resource Centres will be
available as a result of previous Grid projects such as DataGrid, CrossGrid, LCG, UK e-Science, INFN Grid,
NorduGrid, etc. This will need to be reworked by the EGEE middleware engineering and integration activity
(JRA1) to improve its robustness, portability, interoperability and documentation. This will be a gradual
process and rather than wait until this has been done, it is proposed to operate the initial Grid Centres with
the middleware available at the start of the project and upgrade as improved versions and suites are
released by the middleware activity. The evolution of middleware releases will be a planned process with an
agreed timetable and an established process for testing, integration, verification and validation, moving
upgraded middleware components from development to operation.

A key aim in assembling the Grid infrastructure will be to incorporate and exploit existing expertise and
experience within the European community in deploying, supporting and operating prototype Grids. The LCG
project will play the central role in providing an operational infrastructure from the earliest stage of the EGEE
Grid, allowing the project to “hit the ground running”. LCG will introduce an operational production Grid on an
advanced timescale that will precede the start of the EGEE project. Its technical aims and objectives are
closely aligned with those of EGEE and it is formed from a substantial part of one of the initial EGEE user
communities, namely High Energy Physics, giving it a strong stake in EGEE from the outset.

The EGEE and LCG projects will therefore pool resources to provide the core infrastructure of the EGEE
Grid, based on the LCG infrastructure that will be available at the very start of EGEE. The advantages for
EGEE in having the core infrastructure strongly coupled to the LCG project are:

e Experience and resources — LCG will have a global infrastructure in operation at project start;

e focus — LCG has a clear commitment and a precise timescale to demonstrate that a Grid can indeed
be used in production for large scale data-intensive scientific research;

e global reach — LCG will have significant capacity in North America and Asia, as well as large-scale
resources at a number of sites in Europe.

Through this close relationship, the EGEE Grid will be based on the very firm foundation of a core

infrastructure that will be operational from the earliest days of the project and will adapt and evolve to
connect a growing range of user communities with an expanding resource base.
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5.B.1.4 European added value and impact

Thanks to preliminary successes of EU-funded projects (DataGrid, DataTAG, CrossGrid), several scientific
communities have gained experience with Grid technologies. One of these, the HEP community, has
decided to base the future computing infrastructure of its largest scientific enterprise, the LHC programme,
exclusively on Grid technologies. The impact of the successful first intensive production use of the Grid
infrastructure by the LHC experiments will help pave the way for adoption of this infrastructure by other major
scientific disciplines and eventually industry and commerce, with potentially very large benefits for European
science and technology. As illustrated in the Figure below, EGEE will benefit initially from LCG, and once the
European Grid infrastructure is established, it will in turn support a wide variety of user communities.

2000-03 | EDPG VDT ...

2003 - 04 ... LCG
o

2004 - 06
v EGEE

Figure 14 Timeline showing the evolving relationship between DataGrid, LCG and EGEE. DataGrid is
supplying middleware to LCG in 2003. In 2004, LCG will provide operations and resources to EGEE.
Over the four-year programme envisaged in this proposal, EGEE will shift to be operations and
resource provider to a number of virtual organisation, of which LCG will represent a subset.
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5.B.2 Activity SA1 - European grid Operations, Support and Management
5.B.2.1 Objectives and originality of the activity

This Grid Operations, Support and Management activity will create, operate, support and manage a
production quality European Grid infrastructure which will make computing, storage, instrumentation and
informational resources at many Resource Centres across Europe accessible to User communities and
virtual organisations in a consistent way according to agreed access management policies and service level
agreements. The terms of engagement by resource providers and users with the Grid-empowered
infrastructure will be driven by policies determined by the European elnfrastructure reflection group
described in NA5.

It will build on current National and International Grid initiatives such as LCG, the UK e-Science Grid, the
Italian Grid, NorduGrid, etc, which are already deploying Grid infrastructures. The key aim in assembling this
infrastructure is to incorporate and exploit existing expertise and experience within the European Union in
deploying, supporting and operating prototype Grids. The LCG project will play a central role in providing an
operational infrastructure from the earliest stage of the EGEE Grid.

The key objectives of this activity are

1. Core Infrastructure services: to operate a set of essential services, such as the information
services, resource brokers, data management services, and administration of the virtual
organisations, that bind distributed resources into a coherent infrastructure.

2. Grid monitoring and control: to proactively monitor the operational state of the Grid and its
performance, initiating corrective action to remedy problems arising with either Core Infrastructure or
Grid resources.

3. Middleware deployment and resource induction: to validate middleware releases and then to
deploy them on Resource Centres throughout the Grid. Strict criteria will be placed on validating new
middleware before production deployment. This will involve close interaction and feedback with the
middleware engineering activity (JRA1) and the applications (NA4). Where new Resource Centres
are to be incorporated into the Grid, assistance must be provided both in middleware installation and
introduction of operational procedures at Resource Centres. Extra effort will be required to Resource
Centres offering resources such as parallel and vector supercomputers that play strategic roles in a
number of scientific fields.

4. Resource and user support: to receive, respond to and coordinate the resolution of problems with
Grid operations from both Resource Centres and users; this role will filter and aggregate problems,
providing solutions where known, and engaging Core Infrastructure or Middleware Engineering or
other appropriate experts to resolve new problems.

5. Grid management: to co-ordinate the fulfilment of the above objectives by Regional Operations
Centres (ROC) and Core Infrastructure Centres (CIC), together with managing the relationships with
resource providers, through negotiation of service-level agreements, and the wider Grid community,
through participation in liaison and standards bodies.

6. International collaboration: to drive collaboration with peer organisations in the U.S. and in Asia-
Pacific to ensure the interoperability of grid infrastructures and services in order that the EGEE user
communities that are frequently international with wider membership than the EGEE partners are
able to seamlessly access resources both within and outside those provided through EGEE.

Broadly, the first two of these objectives are the responsibility of Core Infrastructure Centres, which operate
the Grid infrastructure as a whole, while the second two objectives are to be carried out by Regional
Operations Centres, which do what is necessary to bring new resources into the Grid and keep them
operating These two layers will be overseen by an Operations Management Centre which will be responsible
for their coordination across a number of centres, plus the maintenance of a perspective on the operational
infrastructure as a whole. This centre will be responsible for the last two objectives.

The originality of this activity lies very much in its strong production focus and the scale and breadth of its
pan-European and world-wide multi-disciplinary target user constituency. No Grid project in the world has to
date attempted to construct a production infrastructure on such a large scale. The Grid-empowered
infrastructure will be open to the entire European Research Area, with strong links to infrastructures also
outside the EU. The excellence derives from the quality of the partners of EGEE, especially the depth of their
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experience in Grid technologies and operations gained from participation in successful Grid test-bed
projects, and the level of computing and storage resources provided.

5.B.2.2 Structure and Function of Operations, Support and Management

This section presents a structural and functional description of the proposed EGEE Grid Operations, Support
and Management infrastructure and identifies its main components and their operational responsibilities.

The main purpose of the EGEE Grid Operations, Support and Management activity is to make the resources
at the Resource Centres accessible to user communities structured as virtual organisations across Europe in
a professionally managed, persistent, reliable and secure way. To do this, this activity must provide:

Access to the resources of the Grid.

Operation of the Grid as a reliable service.

Deployment of new middleware and services on the Grid.
Support of resource providers and users.

Introduction of new Virtual Organisations and Resource Centres.

The objectives of this activity are implemented through a layered structure of operations and management
activities:

Layer I: Regional Operations Centres (ROC) which deploy Grid middleware at Resource Centres
to connect resources to the EGEE Grid and provide geographically local front line support to both
users and Resources Centres, eventually on a 24x7 basis. There will be an ROC in each of the nine
regional federations participating in EGEE. The ROC mandate includes the support to new Resource
centres joining EGEE, the test and certification of those as EGEE nodes, as well as the detailed
troubleshooting and middleware upgrades. ROC’s will develop architectures and implement
solutions to incorporate into EGEE resources vector and parallel supercomputers and other non
linux resources which may play a central role in particular science fields.

Layer II: Core Infrastructure Centres (CIC) which provide the basic service infrastructure of the
Grid, operating the key services which connect users with resources. The CICs will also support the
Regional Operations Centres. The CICs will guarantee eventual 24x7 operations.

Layer lll: Operations Management Centre (OMC) which manages the operation of the entire
EGEE Grid from a single centralised location.

In addition there are the Resource Centres that provide and manage the computing, storage, and network
resources.
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Figure 15: Schematic structure of the Operations, Support and Management activity, indicating the three Layers of
this activity, and their relation to Virtual Organisations (VO) and Resource Centres (R). The figures illustrate
conceptually the four classes of service provided: ACCESS - the VOs access the resources in the EGEE Grid
infrastructure through the CICs; DEPLOYMENT - new resources and new middleware are deployed in the
infrastructure, through the ROCs; SUPPORT - the ROCs support VOs and their individual users, as well as regional
resources that are part of the infrastructure (the CICs support the Regional Operations Centres by monitoring overall
Grid operations); OPERATION - the CICs are continuously monitoring and optimising overall efficiency of the
resources on the Grid infrastructure, and supporting the ROCs.

Figure 15 illustrates the structure of this activity and its relationship to user Virtual Organisations and
Resource Centres. Layer | ROCs deploy middleware at Resource Centres to enable their induction into the
Grid; once in the Grid, deployment at Resource Centres is repeated as Grid middleware evolves. The ROCs
also provide support to both User VOs and Resource Centres, in which they interact with the Layer Il CICs,
and both Layer | and Il are coordinated by the Layer Ill Operations Management Centre. Finally, users
access resources through core services provided by the Layer Il CICs, which monitor interactions between
users and resources and the performance of the Grid.

This structure takes into account that the international infrastructure will be built on top of existing national,
regional and/or specialized Grids. It is recognised that this infrastructure must be flexible so it can adapt as
requirements change and our knowledge of how to operate a large Grid grows. In practice, more than one of
these roles can be fulfilled at the same location.

The three layers described above are staffed by people working for EGEE (funded jointly by EGEE and the
national programmes), whereas the Resource Centres are staffed by the organisations that operate the
resources.
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The functions, responsibilities and resource requirements associated with these components, plus the
Resource Centres, are now described in detail.

5.B.2.2.1 Resource Centres (RC)

Resource Centres can range from small organisations with modest, perhaps specialised, resources to large
well-established national and regional infrastructures. They can also be collections of resources belonging to
and operated on behalf of user communities or virtual organisations. They will range in expertise from those
with little or no prior knowledge of Grid technologies to those who already have considerable experience of
operating resources in a Grid environment. Resource Centres are run by the organisations that operate the
resources for the user communities and VOs, and staffed by competent technical personnel capable of
operating the resource and committed to integrating them into the EGEE Grid infrastructure.

The main responsibility of Resource Centres within EGEE is to make their resources available to the Grid

user community according to access management policies and service level agreements (SLAs) made with

the EGEE via the Regional Operations Centre. These agreements will include such issues as operational

availability, middleware updating policy, security procedures and other relevant service-related issues such

as support policies.

In doing this, the Resource Centres will carry out the following tasks:

e Install approved EGEE Grid middleware on their resources including operational monitoring and
authorisation and accounting tools;

e Provide necessary access and information to their Regional Operation Centre to be able to become
certified and used within EGEE;

e Coordinate with ROC to solve operational problems as they arise;

e Resolve any local resource access problems.

EGEE must integrate a diverse range of resources into the Grid-empowered infrastructure. This is a major

undertaking and requires a large, distributed activity to introduce these resources to the Grid and support

their operation. This role is performed by the Regional Operations Centres described below.

5.B.2.2.2 Regional Operations Centres (ROC)

The EGEE Grid-empowered infrastructure must integrate a diverse range of resources to provide a range of
high-availability services to the users of the Grid. This is a massive undertaking and requires a considerable
activity to introduce these resources into the integrated infrastructure and support their operation as part of it.
This will be accomplished by the Regional Operations Centres, which have a key role as sources of expert
advice and technical support in the process of building and operating the Grid-empowered infrastructure. The
ROCs will have the expertise to assist the growing number of Resource Centres in the transition to
participation in the integrated infrastructure, through the deployment of EGEE middleware and the
development of procedures and capabilities to operate those resources as part of the Grid-empowered
infrastructure, including training for system managers at the Resource Centres. The development of
deployment procedures and documentation will require some effort, and each initial deployment at a new
Resource Centre will require close support, including on-site assistance where required. Effort will also be
required to integrate into the EGGE infrastructure resources such supercomputers and other non-linux
resources. ROC's will take care of the middle ware porting and deployment on non-linux resources and
guarantee an adequate level of support for the users requiring such resources.

The middleware engineering activity will periodically deliver new releases for deployment across the Grid
infrastructure at both Resource Centres and in the CICs. These releases will be delivered through the ROCs,
which will have the responsibility for acceptance testing of the new middleware on a variety of platforms
before deployment. Once validated against test suites produced in collaboration with the CICs and the
applications groups, the Resource Centres and Core Infrastructure services will be upgraded in a
coordinated way to produce minimal disruption to operational Grid services.

Once a Resource Centre is up and running, the relevant Regional Operations Centre will provide first-line
support in resolving any operational problems originating at the Resource Centres. The ROCs will have
sufficient expertise and information on the Grid operational state to diagnose problems as originating with
operation of a resource, of an infrastructure service, or with the Grid middleware itself. In many cases, the
problem will either be one already encountered, and for which a known solution is available, or soluble by the
ROCs themselves. If problems cannot be easily solved, ROCs will refer problems onwards to the Core
Infrastructure Centres. Once a problem is referred to a ROC, ownership rests with the ROC to ensure that it
is resolved, where possible, and that the originator of the problem is kept informed of its status.
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The Regional Operations Centres will also provide first-line support to Grid users to resolve infrastructure
problems i.e. those arising from operations and middleware. The same problem ownership and referral to
CICs applies as with resource-oriented problems. User problems originating with applications per se must be
identified and referred to the relevant user community and/or applications development; larger and more
sophisticated user organizations are likely to have their own support structures which can make the initial
problem triage. On a less immediate level, applications issues may be pursued with the assistance of the
application development support described in NA4.

Under the coordination of the Operations Management Centre the ROC is responsible for negotiating service
level agreements (SLAs) with the Resource Centres in the region, and will include monitoring the Resource
Centres to ensure delivery of the agreed services.

Each ROC will have a Centre Manager reporting to the OMC, a small deployment team and a larger team
that provides 24-hour support on a shift basis. Support activities will be coordinated through a problem-
tracking system operating across all centres.

There will be a coordinator of all the nine ROCs who will report directly to the Operations Manager, and who
is responsible for organizing and coordinating the activities and operations of the ROCs. This ROC
coordination activity will be undertaken by INFN (ltaly). As required, the team will also take care of the
development of architectures and the implementation of solutions necessary to integrate into the EGEE
infrastructure non linux resources and to support the users interested in their use.

The collective and individual responsibilities of the Regional Operations Centres will include the following
tasks:

e Establish agreed handover procedures and test suites with the users, middleware integration team
and the Core Infrastructure Centres;

e Together with the applications validate new middleware releases and documentation provided by the
integration team. This will include the performance of acceptance testing by the ROCs on a variety of
platforms;

e Develop expertise in the use of Grid middleware to facilitate the diagnosis of problems experienced
by users or Resource Centres;

e Distribute approved middleware releases to Resource Centres and Core Infrastructure Centres;

e Assist Resource Centres to deploy Grid middleware and to develop the technical and operational
procedures to become part of the Grid;

Distribute operational monitoring and authorisation and accounting tools to Resource Centres;

e Operate call centres to deal with technical queries from local users and Resource Centres, filtering
out and resolving purely local problems not associated with the Grid infrastructure;

e Refer operational problems to the layer Il Core Infrastructure Centres;

e Refer middleware problems to the middleware activity;

Participate in operating a distributed query and problem tracking database system to keep a single
EGEE Grid-wide log of all reported problems and solutions;

e Provide Grid Operations training for staff at Resource Centres;

e Work with CICs and Operations Management to make recommendations for improvement of the
Grid infrastructure.

The separation of deployment and support as performed by the ROCs from the Core Infrastructure operated
by the CICs allows the latter to focus on Grid-wide operation, while the deployment and support function can
focus on resolving problems affecting specific resources.

In terms of funding and manpower, the ROCs represent the single biggest item in the EGEE proposal. This is
justified from a management point of view, given the scope of the ROC activities. The ROCs must have
expertise to assist resources in the transition to Grid participation, through the deployment of Grid
middleware and the development of procedures and capabilities to operate those resources as part of the
Grid. Once connected to the Grid, the organisations operating resources will need further support from the
ROCs to resolve operational problems as they arise. This deployment and support function, provided by the
ROCs, will be essential in building and maintaining the resource base of the Grid.

There will be nine ROCs, located in each of the national or regional federations of EGEE. This allows users
and resources to be supported by Grid personnel on a regional basis, which should alleviate such pragmatic
issues as language barriers in providing real-time support to a pan-European user community because of
language and local contextual awareness issues. The ROCs will typically provide support line services to
both users and Resource Centres in support of deployed Grid middleware. They will each be responsible for
supporting specific Resource Centres in their regions and will cooperate with other Regional Operations
Centres to back up each other’'s front-line user support teams and resolve problems crossing regional
boundaries. The heads of the ROCs will report to the ROC coordinator.
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5.B.2.2.3 Core Infrastructure Centres (CIC)

There will be a small number of EGEE Core Infrastructure Centres which will operate the core services on
which the Grid infrastructure depends. They will function as a single distributed entity by sharing operational
information on a frequent and regular basis. They will be in continuous contact and collectively they will
manage day-to-day operation of the EGEE Grid infrastructure according to the operational policy defined by
the EGEE Operations Management Centre. By maintaining transparency of the Grid operational state
between them, any one of these EGEE Core Infrastructure Centres will be able to take over the operational
responsibilities of another in the event of a serious operational problem. It is essential this function eventually
be operated on a 24x7 basis.
Initially, the core infrastructure function will use middleware components and tools coming from different
suppliers in existing Grid activities to establish the early operational Grid. Core infrastructure will have to
undertake testing and a certain amount of integration work to assemble these services. However, the
middleware engineering and integration activity will deliver an integrated middleware release at the end of
year 1 that will be deployed by core infrastructure and implement the core Grid services in a more coherent
and effective way. The development-deployment cycle will thereafter provide the core infrastructure with
successively enhanced middleware releases to develop the operational capabilities of the Grid.
Core infrastructure manages the day-to-day operation of the Grid, including the active monitoring of the
infrastructure and the Resource Centres, and takes appropriate action to protect the grid from the effects of
failing components and to recover from operational problems. For example: a Resource Centre that is
causing problems by generating invalid information may be removed from the grid until the problem has been
fixed; the operations support line of a Resource Centre which has become inaccessible may be contacted to
initiate recovery; a network operations centre may be informed of suspected failures. It is intended that tools
will be developed to automate much of this work.
The primary responsibility of EGEE Core Infrastructure Centres is to operate essential Grid services, such as
databases used for replica metadata catalogues and virtual organisation administration, resource brokers,
information services, resource and usage monitoring. These services must be implemented before there can
be an operational Grid at any level and their introduction is therefore amongst the highest priorities of EGEE.
In execution of their responsibility the EGEE Core Infrastructure Centres will carry out the following tasks:
e Implement and operate essential core Grid services, such as information directories, resource
discovery, brokering and scheduling, replica catalogues and virtual organisation management.
e Ensure there are tested recovery procedures for all mission-critical operational services and fail-over
arrangements between CICs.
e Regularly monitor the accessibility of operational services and resources at Resource Centres and
take remedial action as necessary.
e Employ suitable operations management and performance tuning tools, commissioning development
of new tools if required.
e Operate middleware configuration management and change control procedures.
e Collect, store and make available as appropriate operational monitoring and authorisation and
accounting data from Resource Centres.
e Analyse and resolve operational problems referred by the Regional Operations Centres.
e Work with Operations Management to make recommendations for improvement of the Grid
infrastructure.
There will be four CICs located at CERN and in Italy, France and the UK, and after month 12 a fifth in
Russia. The sharing of responsibilities for core infrastructure services will evolve over time; some services
will operate in a distributed fashion over multiple centres, while some of the centres might have specialist
functions, operating certain services at a single location. All of the centres will have responsibilities for
monitoring Resource Centres and Grid performance. There will be a tight coupling of the CICs, through the
use of common tools and procedures, shared operational responsibility and close communication between
operations teams, with each CIC Manager reporting to the CIC Coordinator in the Operations Management
Centre.

5.B.2.2.4 Operations Management Centre (OMC)

The EGEE Grid Operations Management Centre will be located at CERN and consist of a small team of
people selected for their substantial experience in managing existing Grid infrastructures. It will have overall
management and coordination responsibility for day-to-day operation and service delivery of the EGEE Grid
infrastructure and will define the operational policy, which is implemented by the EGEE Core Infrastructure
Centres and Regional Operations Centres. In particular, the Operations Management team and the
managers of the Core Infrastructure Centres will work very closely together.
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The OMC team will be led by the EGEE Grid Operations Manager and will also include a deputy manager
and staff with technical, contracts and administrative expertise. The OMC team will include two co-
coordinators, one each for the ROCs and the CICs, to which the leaders of the operational centres report.
There will also be a small team to maintain an operational overview of the Grid, ensuring that problems are
being resolved within reasonable time frames and that performance and service delivery targets are being
met. The Operational Managements Centre will also have a middleware and documentation archivist who
maintains a central repository of middleware deployed on the infrastructure.

The Operations Manager and his/her team will consult with the EGEE Grid Operations Advisory Group
(OAG) to receive advice on major operational policy issues and with the EGEE project management to whom
it is ultimately responsible.

An essential aspect of the role of the OMC is to interface to international grid efforts to ensure interoperability
of grid infrastructures. This it will do through encouraging collaborative projects and agreements on tools,
service definitions, standards and protocols both directly with other grid projects and through international
standards bodies such as the Global Grid Forum.

The EGEE Grid Operations Management Centre will:

e Be responsible for resource management for the EGEE Grid Operations, Support and Management
infrastructure;

e Be responsible for delivery of the EGEE Grid operational service and for its improvement and
development;

e Report on the status of the above to the EGEE project management as required,;

e Co-ordinate the activities of the EGEE Regional Operations Centres and the Core Infrastructure
Centres;

¢ Define and monitor operational performance and quality standards for the EGEE Grid;

e Coordinate the definition of the middleware certification and test criteria

e Inform decisions on the set of reference platforms on which middleware will be deployed and
supported;

e Approve and initiate deployment of successfully tested middleware releases;

e Archive reference copies of all deployed middleware and associated documentation in a software
management system;

e Enable cooperation and access agreements with user communities, virtual organisations and
existing national and regional Grid infrastructures;

e Approve the service level agreements negotiated between the Resource Centres and the ROCs.

e Approve connection of new Resource Centres once they have correctly installed the necessary
middleware and operational tools;

e Promote the development of cross-trust agreements between the various existing Certification
Authorities (CAs) operating within the EGEE Grid community and encourage the establishment of
new CAs where necessary;

e Liaise with user communities and virtual organisations to monitor their developing requirements;

e Hold regular review meetings with representatives of the federations managing the contributed
resources;

e Maintain a collective overview of network performance and raise any significant issues through the
appropriate channels;

e Participate in international bodies establishing standards for the protocols and interfaces involved in
Grid operations;

o Negotiate operational relationships between EGEE and other Grid projects.

5.B.2.2.5 Operations Advisory Group (OAG)

This group is made up of representatives of the applications groups and representatives of the Resource
Centres together with the managers of the ROCs and CICs. Its role is to advise the operations management
on operational policy issues. It will also negotiate the agreements between the Resource Centres that are
necessary to operate the Grid, such as agreement on security policies, access policies, and acceptance of
certificate authorities and so on.

5.B.2.2.6 The Model of User Support

The model of User Support that EGEE will use is based on the assumption that the initial problem analysis
will be provided by VO support experts, who then report grid related issues to the ROC, who in turn may
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escalate the issue to the CICs. The CIC coordinates all reporting to middleware developers, and external
resources (e.g. other grid operators, network operators, etc).

To provide appropriate user support the distributed structure of EGEE and the VOs has to be taken into
account. Due to the interconnected structure of the systems and their complexity it is not possible to
integrate the needed expertise in one set of people. Therefore the focus has to be on proper classification
and assignment of the problems in a process that follows the layers of the software deployed on the grids. As
existing experience in operating distributed environments has shown, a clear route to escalate problems and
conflicts through the hierarchy has to be defined.

The OMC, together with representatives from the CICs, ROCs and VOs will develop detailed procedures and
policies for user support including time limits for reacting to problems.

The user community of the EGEE project is very diverse and the applications built on top of the middleware
will be highly complex. As a result for most users it will not be practical to decide with a sufficient level of
certainty whether a problem originates from the middleware or application domain. On the other hand the
different VOs might use the grid in very different ways which will require deep understanding of the VO-
specific aspects to classify problems. For some user communities an additional dimension of complexity
might exist based on regional differences. Thus it is essential that the VOs determine the origin of the
problem. Later on they can decide if local user support structures are needed and are supportable by them.
Problems that are application specific will then be subject to the communities’ own procedures.

However, EGEE will need to collect quantitative information about the efforts needed to use the middleware
and adapt to grid computing. Summary reports from the VOs on frequency of problems and time needed to
resolve them are essential for this. The VO-based user support is expected to send in regular intervals VO
specific reports to the OMC.

A problem being classified by the VO’s user support as a grid problem will then be reported to the next level
of user support. Since many problems are rooted in the operation and configuration of the grid resources the
natural next level to deal with problems experienced by the users are the ROCs.

The ROCs will provide adequate support to do further classification of the problems and resolve them if
possible. Each ROC will name a user support contact that manages the support inside the ROC and
coordinates with the other ROCs support.

The classification at this level will distinguish between operational, configuration problems, violations of
service agreements, problems that originate from the Resource Centres and problems that originate from the
global services or from some internal problems of the software. Problems that are positively linked to an RC
are then transferred to the responsibility of the ROC with which the RC is associated.

In case a problem can't be resolved by the ROCs user support or the nature of the problem is grid-wide the
problem is referred to the CICs support structure. The CICs are expected to gather sufficient expertise to
track grid problems to their source.

Each CIC will identify a user support contact person who is expected to assign problems to experts inside
their CIC. Out of this group of people a support coordinator is selected by the OMC. The coordinator has the
task of coordinating the tracking of problems and monitoring progress. The coordinator will, together with the
CIC contacts, assign problems to CICs to match the local expertise and to balance the work. In addition the
support coordinator will coordinate the reporting to the developers and external resources. The CIC support
coordinator is responsible for preparing reports of the user support activities to the OMC.

The VO, CIC and ROC support coordinators are expected to provide input in the form of requirements to the
team that develops the operational tools such as problem tracking systems.

5.B.2.2.7 Production services and test-beds

It is essential that from the very start of the project that EGEE deploys and operates a production-level grid
service. This provides a baseline against which all developments will be compared. This must be a service
that is useable and used by the user communities to do real work as this is the only way in which the real
operational issues will be understood and addressed. The initial service to be deployed at the project start
will be based on the LCG service and middleware.

Experience has shown that this however is not sufficient. In parallel with the production service EGEE must
operate a development service where new functionality is validated, changes to middleware and services are
certified not to break the service and user communities verify the new implementations and functionalities
with their production applications. No middleware would be deployed to the production system without having
been through this process. The production service must provide a continuous stable robust environment. The
development system provides the test-bed upon which to address those issues.

Ideally the development system would run at all the resource centres in parallel with the production service.
In practice a significant subset of at least 10-15 resource centres would be sufficient. The compute and
storage resources associated to the development system need not be large.
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The middleware is developed and integrated by the JRA1 activity and provided to the operations activity after
having passed an agreed set of tests, together with the tests themselves in order that the SA1 testing group
may verify the tests. The ROCs would assist the resource centres to deploy the new middleware on the
development system under the coordination of the CICs. A standard matrix of tests, which gradually evolves
with time, is used to validate the new middleware before the applications groups are given access to the new
developments for application integration, testing, and verification. Problems discovered during this process
are fed back to the developers for resolution. Once the applications groups, the resource centres, and the
operations groups (ROCs and CICs) are satisfied then the new middleware will be scheduled for deployment
on the production system at a mutually convenient time. Middleware and service implementations that do not
pass these validation processes will not be accepted for deployment.

It is expected that this process is a continuous, gradual one of incremental small changes and improvements
avoiding large “big-bang” integrations and changes which experience shows are extremely disruptive.
However, there will be occasions when a major change is needed to introduce significant improvements (an
example would be a move from a Globus 2 framework to an OGSA compliant service). In these cases where
the expected benefits would outweigh the disruption the implementation would be done in agreement with all
parties.

Finally, it may also be necessary to envisage a test bed that runs the current production services and
middleware in parallel with the full production service. This is used to analyse and debug problems found
with the production service itself and permits problem resolution without disruption of the production service.
This scale of services and test beds are what is hecessary to build and maintain a reliable production quality
infrastructure. It requires significant resources (machines and people) to implement. Those resources must
be dedicated to this task.

5.B.2.2.8 Development of operational tools

As part of the activities of SA1 it will be essential that tools are acquired, developed or commissioned that will
be used to manage and to eventually automate the operational activities in the ROCs and CICs. Certain
general tools for the Resource Centres may also be required. These include tools for:

e Accounting and reporting on resource usage

e Monitoring of services and grid infrastructure systems

e Problem tracking and ticket exchange

e Support portals
The effort for such projects will come from collaborative teams drawn from the ROCs and CICs, preferably in
collaboration with other grid deployment projects. These tools will be focused on evolving levels of
automation which will be essential to build a long-term and manageable infrastructure.

5.B.2.2.9 Introduction of new VOs and resources

The project networking activity will actively attract new application communities to join the EGEE
infrastructure. Once the community is identified the EGEE operations activity will work with the community to
set up the corresponding virtual organisation, including advice on such things as setting up certificate
authorities etc if necessary. The ROC serving the region(s) will work with the community’s resource centres
to install the middleware and bring them into the grid. A representative of the application community will
participate in the Operations Advisory Group (OAG). The OAG together with the OMC will negotiate between
the partners an agreement on the level of resources that will be made available to the new applications
community.
Once it is agreed that a new applications community (VO) will join EGEE, the full services of the
infrastructure, including the operational and user support provided by the CICs and ROCs will be available to
the VO.
However, new virtual organisations must demonstrate a commitment to the project in order to justify the
investment on behalf of EGEE to bring a new VO online. This commitment will include:

e An agreed minimum level of computational and storage resources consistent with the level of
expected activity of the VO,
Minimal level of network connectivity to the resource centres to be provided by the resource centre,
Sufficient staff in the resource centres to provide the necessary level of operational support,
Staff to provide the first level of user support to the VO,
Organise training for the VO users in conjunction with the ROCs. It is expected that initial training to
the VO be provided by EGEE, then the VO together with EGEE provide user level training tailored to
the specific needs of the VO.
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5.B.2.2.10 Resource Allocation Mechanism

The EGEE infrastructure is intended to support and provide resources to many virtual organisations. In the
initial stages of the project the four LHC experiments in High Energy Physics and a set of Bio-medical
applications identified by NA4 will be supported. Each Resource Centre will support many VOs covering
several application domains. This is already the case for many of these centres that currently participate in
existing grid projects such as European DataGrid, CrossGrid and LCG.

In the initial stages of the project there must be a balance between the resources contributed by the
application domains and those that they consume. This is important since many of those resources have
been funded specifically for those application user communities. During the first six months of the project
there are sufficient resources committed by the partners to ensure sufficient capacity for the needs of the
initial set of virtual organisations.

Resource allocation across multiple sites will be made at the VO level. EGEE will establish inter-VO
allocation guidelines; as an example High Energy Physics experiments have agreed to make no restrictions
on resource usage by physicists from different institutions. Resource centres may have specific allocation
policies that must be taken into account, for example due to funding agency attribution by science or by
project. It is expected that there will be a level of peer review within application domains to inform the
allocation process.

New resource centres that join the EGEE grid will be required to satisfy the minimum requirements described
above. In particular, as new Virtual Organisations join, they should commit to bring a level of additional
resources consistent with their requirements. The project must demonstrate that on balance this level of
commitment is less than that required for the user community to perform the same work outside the grid. The
difference will come from the access to idle resources of other VOs and resource centres. This is the
essence of a grid infrastructure.

All compute resources made available to EGEE will be connected to the grid infrastructure. A site may have
additional resources not initially available that may be included later once EGEE is show to be stable. This
potential is significant. A small number of nodes at each site will be dedicated to operating the grid
infrastructure services.

One of the requirements on the middleware activity (JRA1) and other potential sources of middleware is that
mechanisms must be provided for implementing and enforcing resource quotas, allocations and limits.

The selection of new VOs and resources that join EGEE will be negotiated and administered by the
networking activity NA4. This will be done in accordance with the policies designed and proposed by the
elnfrastructure reflection group (NA5).

5.B.2.2.11 IPv6 Developments

The developments associated with implementing IPv6 networks will be monitored together with middleware
developments that are able to make use of IPv6-specific functionalities. A test-bed system based on IPv6
networking and providing services that require that functionality (such as specific security provision for an
application) can be foreseen for evaluation once such facilities become available. The deployment of such a
test- will depend on which sites have IPv6 capability at the time.

5.B.2.3 Execution-plan of the service activity

This section outlines how the EGEE Grid Operations, Support and Management infrastructure described
above will be implemented and the major milestones involved. It discusses the potential communities likely to
be involved as users of the infrastructure and provides two examples of interactions with the EGEE Grid
organisation. Finally, it summarises how many centres of each type are envisaged and the resources which
will be required.

Key objectives in implementation will be dependability, performance and functionality in descending order of
priority.

The aspects of the implementation of this activity that must be addressed are described in the following.

5.B.2.3.1 Service Ramp-up

From the beginning of the project all three of the services described above must be deployed and operated:

e Production service: This must be deployed at all the resource centres participating in the initial
service, and will be based on the middleware and services deployed and operated by the LCG
project at that time. The LCG service would move to the EGEE infrastructure in those centres at that
point. The majority of the resources would be associated with this service. This is the service that will
be supported until the OGSA-based service produced by this project is available.
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e Development service: This should be deployed to at least 10 of the resource centres, and it is
proposed that this service be based immediately on an OGSA framework, with the expectation that
pre-project activities have progressed sufficiently to enable this. The point at which this
implementation supersedes the initial (LCG-based) service will be determined operationally using the
validation test matrix described above, but in any case this point must be reached before the end of
the first year of the project.

The following table shows which centres will run the services initially at project start up, including the
resource centres that will be part of the pilot service at Month 6, and those in the production service at Month
14.

Region OMC | CIC ROC | RC @ M6 RC @ M14
CERN Y Y CERN CERN
UK+lIreland Y Y CCLRC-RAL CCLRC-RAL,
ScotGrid, LondonGrid,
NorthernGrid,
SouthernGrid,
Grid-Ireland
France Y Y CC-IN2P3-Lyon CC-IN2P3-Lyon,
CGG
Italy Y Y INFN-CNAF, INFN-CNAF, INFN-
INFN-LNL, INFN- | LNL, INFN-Milano,
Milano, INFN- INFN-Torino, UniCal,
Torino, UniCal, UniLe,UniNa, ENEA
UniLe, UniNa
North Y FOM, SweGrid (6 | FOM, SweGrid (6
centres) centres)
SouthWest Y IFAE, LIP, CSIC IFAE, LIP, CSIC,
CESGA, INTA
Germany+Switzerland Y FZK, GSI FZK, GSI, DESY, FhG
South East Y GRNET Central Hellasgrid Nodes in
Node, Athens (2),
Israel Academic Thessaloniki, Patra
Grid Central and Heraklion-Crete,
Node, CLPP-BAS node, ICI
UCY Node Node
Central Europe Y CYFRONET CYFRONET, CESNET
Russia Y Y JINR, IHEP JINR, IHEP, SINP-
(M12) MSU, ITEP

Table Q: Services and Resource Centres Participating in 1st Pilot Grid
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The following table illustrates the resources that will be available to EGEE at the project start and by month
15.

Region CPU nodes Disk (TB) CPU Nodes Disk (TB)
Month 1 Month 1 Month 15 Month 15
CERN 900 140 1800 310
UK + Ireland 100 25 2200 300
France 400 15 895 50
Italy 553 60.6 679 67.2
North 200 20 2000 50
South West 250 10 250 10
Germany + 100 2 400 67
Switzerland
South East 146 7 322 14
Central Europe 385 15 730 32
Russia 50 7 152 36
Totals 3084 302 8768 936

Table R: Resources Available in EGEE at Project Start and by Month 15

The centres that will deploy and operate the development service will be determined during the drafting of
the detailed implementation plan due at month 3 (DSAL.1). It is likely that the sites that currently run the
DataGrid application test-bed will form the core of the sites running this service, re-using those resources
and offering a level of continuity from the FP5 projects.

5.B.2.3.2 Resource Usage, Accounting and Reporting

On a grid resources are shared between local users and the users from the various VOs using the resources
provided. Many Resource Centres in EGEE will support multiple VOs. The project has to provide tools to
allow grid-wide accounting of the usage of resources and to provide audit trails of the usage. Problems that
have to be solved originate from the fact that the Resource Centres will do their local accounting and auditing
in different ways depending on the local resource management tools that are in use.

The approach that EGEE will use is based on the concept of introducing a common, extensible reporting
format for resource usage reporting. As part of the development of the operational tools this reporting format
will be defined and tools developed to create reports from data collected. The level of details to be reported
will be defined by the ROCs, the VOs and the OMC.

The Resource Centres will upload their accounting information in the EGEE format to a central repository
daily. The central accounting repository will be maintained by the OMC. The audit trails, for reasons of
privacy, will remain at the Resource Centres. Instead tools will be developed to be used by the security
group to use these distributed files to trace incidents. The sites have to archive the data for at least 6
months.

The resource accounting information contains information of the individual users. This information is needed
by VOs to do individual accounting and monitoring of the usage of resources by their members.

From the collected site accounting files the central accounting will create summary reports for the VOs and
the sites. These reports will be published by a web server in a format defined by the OMC that will allow the
Resource Centres and VOs to automatically process this information for internal usage, like setting quotas,
notification of users. The setting up of this website will be a deliverable in project month 9. The website and
the information published therein will be fully publicly available.

In addition monthly or quarterly global summary reports will be published and publicly available.

5.B.2.3.3 Release Notes

Each prototype service will be accompanied by release notes describing its operation, limitations and
significant changes from the previous versions. These notes will appear formally as deliverables
corresponding to the milestones of the pilot production grid at 6 months and to the full production grid at 14
months. In addition as a matter of course release notes will be produced for all service changes whether part
of a milestone release or not as they are indispensable for the operation and maintenance of the grid
infrastructure.
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5.B.2.3.4 EGEE Infrastructure Planning Guides (“Cook-books”)

As part of building an infrastructure with the aim of providing a foundation for it to become long-lived it will be
absolutely essential to provide a set of planning guides that can be used to assist new participants join or
build components of the infrastructure. This applies equally to the resource centres and their administrators,
the ROC's, the CIC’s and the VO's themselves. These guides might use templates and checklists to assist
administrators in such activities as designing a facility, determining what set of resources to acquire and how
to configure them and so on. These will be detailed enough to allow administrators to understand what the
limitations of the system are and how to address them. An example might be that of understanding which
services can be run together on a single physical system, what the advantages are, what the disadvantages
are, what configurations are required, and what (if any) consequences may arise.

The initial cook-book will be produced at the time of the fully operational production grid milestone at Month
14, and should be updated at the end of the project. This work will use the expertise and experiences of the
CICs, ROCs, and staff in the Resource Centres and will be written with the assistance of the professional
technical writers in NA3.

5.B.2.3.5 Training

An important aspect of developing and expanding an operational Grid infrastructure is the need to train staff
in how to operate this efficiently and productively and to disseminate this expertise widely within Europe (and
beyond). To this end, the project will allocate resources to provide training positions at the established
Centres where people will be able to work alongside experienced staff before going back to their local
regions to start up a new Resource Centre or Regional Operations Centre.

5.B.2.3.6 Milestones

During the first 6 months of the project EGEE will use the existing infrastructure components to rapidly
establish the Core Infrastructure Centres and thus set up a pilot version of the production EGEE Grid
services using co-located Resource Centres. The Regional Operations Centres will be brought on-line and
begin to engage a limited number of Resource Centres at other sites, although a lot of effort in this early
period will be spent on setting up support infrastructure, developing procedures and training materials and
preparing test nodes for acceptance testing.

During the following 6 months improved middleware components will be introduced as available, and the
Grid services moved towards full production operation and expanded. Additional Resource Centre
installations will be made to broaden the resource base of the Grid in a continuous programme of Resource
Centre induction. The procedures within the Regional Operations Centres and Core Infrastructure Centres
will continue to be refined to achieve higher levels of service and efficiency.

The middleware engineering and integration activity will deliver its first fully integrated release at the end of
the first year of operation and this will be deployed across the EGEE Grid Resource Centres and Core
Infrastructure Centres. The deployment of integrated middleware will facilitate the transition to full production
status early in year 2.

During the second year of operation, the process aspects of the Grid operations will be further improved and
the network of Resource Centres expanded. The second major release of Grid middleware is planned for
delivery at month 21 and deployment by month 24 to allow two cycles of the development-deployment
process to be completed in the first two years of EGEE.

In the third and fourth years of EGEE operation, the scale of the Grid will continue to be expanded by the
addition of Resource Centres and user communities. The middleware development-deployment cycle will
continue to enhance and upgrade the middleware used at the Resource Centres and in the Core
Infrastructure Centres. Preparatory work for this expansion will be made during the second year of the
project based on the experience gained at that point.
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The milestones for the first 24 months are summarised below.

MSA1.1 Initial pilot production Grid operational
6 months Based on best existing middleware

4 Core Infrastructure Centres

9 Regional Operations Centres

10 Resource Centres

MSA1.2 First review

9 months

MSAL.3 Full production Grid operational

14 months Using integrated middleware release 1

5 Core Infrastructure Centres

9 Regional Operations Centres

20 Resource Centres

MSA1.4 Second review

18 months

MSAL1.5 Third review and Expanded production Grid operational
24 months Using integrated middleware release 2

5 Core Infrastructure Centres

9 Regional Operations Centres

50 Resource Centres

Table S Milestones for first 24 months
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5.B.2.3.7 Deliverables
The deliverables that this activity will produce during the first 24 months are described in the following table.

Deliverable

Number Description PM

Document describing the detailed plan for the first 15 months of activity
DSAl.1 with a list of Regional Operations Centres and Grid Operations Centres and | 3
dates of programmed activation.

DSAl1.2 Release notes corresponding to Milestone MSA1.1 6

DSAL1.3 Accounting and reporting web site will be publicly available 9

Document assessing the achievement of the first year and the
effectiveness of the organization and the functionality, availability and

DSAL4 dependability of the deployed infrastructure. Also includes a detailed plan 12
for the second 12 months of deployment of Centres.
First release of the EGEE infrastructure planning guide (“cook-book”),

DSAl15 - 14
corresponding to MSA1.3

DSAL.6 Release notes corresponding to MSA1.3 14

DSAl1.7 Updated EGEE Infrastructure planning guide 22
Document assessing the achievement of the second year and the

DSA1.8 effectiveness of the organization and the functionality, availability and 24
dependability of the deployed infrastructure.

DSA1.9 Release notes corresponding to MSA1.5 24

Table T Deliverables for the Grid Operations, Support and Management Activity

We believe this is a realistic and detailed plan up to and beyond month 15 of the project. It will be reviewed
at project month 9 following this review a new more detailed plan will be generated.

5.B.2.4 Quality of the management

5.B.2.4.1 Management and competence of the Participants

Most of the participants are already involved in Grid activities either at the national or international level.
Many of them are already involved in successful National or European projects like DataGrid or DataTAG. All
the management experience gained in these projects is reflected in the present proposal.

The key facilities of this activity are located with partners who have demonstrated substantial achievements
and experience in operating and managing Grid infrastructures. A list of these centres is given below, with
the role of each centre and corresponding manpower, resources and services summarised. CERN will host
the Operations Management Centre, and a Core Infrastructure Centre. There will be a further Core
Infrastructure Centre at each of CNAF-Bologna, IN2P3-Lyon and CLRC-RAL, and after month 12 in Russia.
The nine regional/national federations will all host a Regional Operations Centre, in some cases hosted at
more than one location. The coordination and management of the Regional Operations Centres will be
undertaken by Italy.

In particular, LCG has an approved programme to deploy a Grid infrastructure which will be expected to
comprise about 20 sites worldwide early 2004 and a major milestone in 2007 to be able to cope with the first
LHC experimental data collection, reduction and worldwide analysis.

The EGEE Grid Operations Management Centre described above will ensure a high level of coordination
between layer | and Il centres with the help of monitoring tools and audio and video presence techniques
such as Access Grid (http://www.accessqrid.org/). Further details of the management structure, decision and
information flow are given in the management activity NA1.

Details of the structure and function of operations, support and management are given in the previous
sections.
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5.B.2.4.2 Management Structure and Responsibilities

The management of the Operations activity has several layers described in earlier sections. The Operations
Management Centre organises and coordinates the Core Infrastructure Centres and the Regional Operations
Centres. On the OMC team are coordinators for the CICs and for the ROCs. The ROC coordination function
will be in Italy — a manager and his deputy will have responsibility for organising and coordinating the
activities and operations of the 9 ROCs. This manager will report to the Operations Manager and will formally
be part of the OMC.

Each region (ROC) has a manager who is responsible for the grid operations in his region and who reports to
the ROC coordinator. The ROC is responsible for negotiating SLAs with resource centres in the region and
they are responsible for delivering an aggregated service or resource capacity. The ROC manager is the
single point of responsibility to the OMC no matter how devolved or distributed the activity is within the
region. The OMC cannot hope to manage that complexity. This is only solution that scales as more regions
and resource centres are integrated.

Thus the ROCs are responsible to ensure the Resource Centres deliver the agreed level of service, and the
ROCs report to the OMC (and each of the 9 ROC managers are represented at the OAG).

The Core Infrastructure Centres each have a manager who report to the CIC coordinator in the OMC who
coordinates and organises the operations of the CICs.

Table U List of key facilities involved in the Grid Operations, Support and Management Activity’>. A more detailed
description, including key participant CVs and publications, can be found in Appendix 2.

Professional
Participant Centre Role FTE Resources Services
(EU funded
+unfunded)
CERN
CERN Operations Management 9+9 CERN Computer Overall coordination and HEP
Centre Centre coordination
Central Infrastructure Centre
UK and Ireland
CCLRC Regional Operations Centre 19 National grid Support Centre
Core Infrastructure Centre infrastructure Technology Group
National Grid Services
1 Gbps access to VO-specific Grid services
Network Large-scale CPU and Storage
provision
TCD Regional Operations Centre 1+1 Dedicated national grid | Resource Centre
infrastructure National Grid Services
VO-specific Grid services
1 Gbps access to
Network
France
CNRS+CEA Regional Operations Centre 17 National grid Support Centre
Core Infrastructure Centre infrastructure and Technology Group
Large computing National Grid Services
centre in Lyon VO-specific Grid services
Large-scale CPU and Storage
provision
Large scale CPU and Storage
provision
CGG Regional Operation Centre 1.8 1 Gbps access to
Network
Monitoring tools
CSsSi Regional Call Centre 1.75 Local User support
Germany and Switzerland
DESY Resource Centre, Support 3.75 National grid User and Administrator support
Centre infrastructure CPU and Storage provision
FhG Resource Centre, Support 5.75 National grid User and Administrator support
Centre infrastructure Grid Monitoring and management

¥ The separation between “Funded” and “Unfunded” depends on the accounting model chosen by each
partner. For Full Cost (FC and FCF) model partners, the funded effort is reimbursed at 50%.

Page 134 of 212




SECG

508833 Enabling Grids for 29/01/2004
E-science in Europe
Professional
Participant Centre Role FTE Resources Services
(EU funded
+unfunded)
Middleware and service deployment
CPU and Storage provision
FZK Resource Centre, Regional 3.75 National grid User and Administrator support
Operations Centre, Grid User infrastructure Middleware and service deployment
Support Centre Call centre
German CA
Large-scale CPU and Storage
provision
GSI Resource Centre, Support 1.75 National grid User and Administrator support
Centre infrastructure CPU and Storage provision
Italy
INFN Regional Operations Centre 8.5+85 National grid Support Centre
ROC Coordination infrastructure Technology Group with expertise on
Core Infrastructure Centre Globus, Condor and EDG
1 Gbps access to middleware services
Network National Grid Services
VO-specific Grid services
Large-scale CPU and Storage
provision
ENEA Resource Centre 1 Distributed clusters Support Centre
CPU and Storage provision
Universita’ della Resource Centre 0.5+0.5 Computing Centre Support Centre
Calabria CPU and Storage provision
Universita’ di Resource Centre 0.5+0.5 Computing Centre Support Centre
Lecce CPU and Storage provision
Universita’ di Resource Centre 05+0.5 Computing Centre Support Centre
Napoli CPU and Storage provision
Northern Europe
SARA & Level-2 Support Centre 6 National VL and grid Support Centre
NIKHEF (FOM) infrastructure Technology Group
One of the world National VL and Grid Services
largest internet VO-specific Grid services
exchange points CA service
Several thousands of
CPUs
Mass Storage
SNIC/SweGrid Level-2 Support Centre 3+3 National Grid with six Operations, User, and Applications
HPC2N/Umea primary sites Support Centre
University 2.5 Gbps local loops, Technology Expertise: Security, File
LUNARC/Lund 10 Gbps national systems/Storage management,
University backbone, Geant PoP, Performance tools and engineering,
NSC/Linkoping Baltic state direct scientific software engineering.
University connection National and International Grid
PDC/Royal 800 cpu’'s Services
Institute of Terascale Storage VO-specific Grid services
Technology facilities
UNICC/Chalmers
University of
Technology
UPPMAX/Uppsal
a University
South East Europe
GRNET Regional Operations Centre, 4 National grid Large-scale CPU and Storage
Resource Centre, Local infrastructure provision
Support Centre Regional Support Centre
1 Gbps access to Technology Group
Network National Grid Services
CLPP-BAS Regional Operations Centre 1+1 National grid CPU provision
Interface- Resource Centre, infrastructure National Support Centre
Local Support Centre Technology Group
34 Mbps access to National Grid Services
Network
ICI Regional Operations Centre 2 National grid Large-scale CPU and Storage
Interface, Resource Centre, infrastructure provision
Local Support Centre National Support Centre
2x 155 Mbps access to | Technology Group
Network National Grid Services
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Participant Centre Role FTE Resources Services
(EU funded
+unfunded)
TAU Regional Operations Centre 1+1 National grid Large-scale CPU and Storage
Interface, Resource Centre, infrastructure
Local Support Centre National Support Centre
2x 155 Mbps access to | Technology Group
Network National Grid Services
ucy Regional Operations Centre 1+1 National grid Large-scale CPU and Storage
Interface, Resource Centre, infrastructure
Local Support Centre National Support Centre
34 Mbps access to Technology Group
Network National Grid Services
SOUTH-WEST EUROPE
IFAE Regional Operations Centre 23+23 Data center with Southwest Region Coordination
(PIC Division) Petabyte-level Storage
with Disk Caching Primary Operations Management
1 Gbps access to
Network Support Centre
National Grid Services
Data handling
LIP Regional Operations Centre 4 Quality Assurance Auxiliary Operations Management
expertise
Hosting of clusters with | Quality Assurance of Operational
direct access to
GEANT backbone
Support Centre
National Grid Services
CESGA Regional Operations Centre 1.25+1.25 Supercomputer and Adaptation, deployment and
cluster computer center | operation of Monitoring and
Accounting Components
Support Centre
National Grid Services
Large-scale CPU provision
CSIC (IFCA and Regional Operations Centre 4.4 Computer cluster Interoperability and Operations of
IFIC Centers) Certificate Authentication
Experience with
Certification and Virtual Organization Management
Authentication
Support Centre
National Grid Services
Large-scale CPU provision
INTA (CAB Regional Operations Centre 2.2 Computer cluster Deployment and root-cause problem
Center) analysis of middleware
Experience in
middleware Support Centre
development
National Grid Services
Molecular Biology data
Large-scale CPU provision
CENTRAL EUROPE
UNIINNSBRUCK | Local support centre 04+04 HPC centre National Grid services
Network connectivity
GUP Local support centre 0.48 +0.48 HPC centre National Grid Services
Network connectivity
CESNET Support centre 1.76 HPC centre (Linux National Grid Services

cluster, parallel
machines)
622 Mbps access to

CPU and Storage provision

Page 136 of 212




SECG

508833 Enabling Grids for 29/01/2004
E-science in Europe
Professional
Participant Centre Role FTE Resources Services
(EU funded
+unfunded)
network
KFKI-RMKI Local Support Centre 0.96 HPC centre National Grid Services
CPU and Storage provision
User Support
MTA SZTAKI Local Support Centre 0.09 + 0.09 HPC centre National Grid Services
User Support
NIIF Local Support Centre 0.64 HPC centre National Grid services
GEANT network User Support
access
CYFRONET Regional Operations Centre 0.85 + 0.85 HPC centre (Linux National Grid Services
cluster, parallel Regional coordination
machines) CPU and Storage provision and
622 Mbps access to User Support
network
ICM Regional Operations Centre 0.74 +0.74 HPC centre (Linux National Grid Services
cluster, parallel Regional coordination
machines) CPU and Storage provision
622 Mbps access to Support Centre
network
PSNC Regional Operations Centre 0.74 +0.74 HPC centre (Linux National Grid Services
cluster, parallel Regional coordination
machines) Network connectivity
622 Mbps access to CPU and Storage provision
network User Support
GEANT network
access
JsI Local support centre 0.88 HPC centre National Grid services
622 Mbit network links User Support
GEANT network
connectivity
Il SAS Local support centre 1.2 HPC centre National Grid services
Network connectivity User Support
Russia
IHEP Regional Operations Centre 5.25 National Atomic Energy | Moscow Regional Operations and
GRID infrastructure, Co-ordination;
PC clusters, Mass User Support and Training; grid
Storage, deployment;
100 Mbps access VO management;
CPU and storage provision
IMPB RAS Application Operations Centre | 0.25+1 National Computational | Operations and Support Center for
Biology and Biology;
Bioinformatics network, | VO management;
PC cluster, 32 Mbps CPU provision
access
ITEP Local Support Centre, 5.25 National Atomic Energy | Remote backup for Russia CIC and
functions of CIC and ROC GRID infrastructure, ROC;
PC clusters, Mass ROC technology and integration
Storage, functions;
155 Mbps access VO management;
CPU and storage provision
JINR Local Support Center, 5.25 HPC center (PC CIC and ROC monitoring functions;
functions of CIC and ROC clusters, Mass ROC technology group; Grid
Storage), deployment;
155 Mbps access RC staff training;
CPU and mass storage provision
KIAM RAS Local Support centre 3 PC cluster, MW validation, adaptation and
network access documentation,
GRID consultations;
CPU and storage provision
PNPI Local Support centre 2 PC cluster, ROC functions in St-Petersburg
100 Mbps access region,
CPU and storage provision
RRC KI Local Support Centre, 1.9 Russian backbone Russia CA and Security services ;

Russian NREN Operation
Center

network operation
infrastructure; National

Operational monitoring; RC staff
training; Regional and international
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Participant Centre Role FTE Resources Services

(EU funded

+unfunded)
Atomic Energy GRID (GEANT) connectivity provision,
infrastructure; VO management;
PC cluster, CPU and storage provision
155 Mbps access

SINP-MSU Core Infrastructure Centre, 6 PC cluster and Mass National core Grid services;

Local Support centre

Storage,
155 Mbps access

RDIG administration support;
VO-specific Grid services and
management;

CIC technology group;

RC staff training;

CPU and mass storage provision

5.B.2.5 Justification of financing requested

Estimates of the levels of resource required for the various components of the EGEE Grid infrastructure
described above are summarised in the table below. This represents the total resources required to operate
and support the EGEE Grid infrastructure. The separation between “requested” and “Unfunded” depends on
the accounting model chosen by each partner. For Full Cost (FC and FCF) model partners, the funded effort
is reimbursed at 50%.

Federation Services provided FTE FTE Financing
Requested | Unfunded | Requested
CERN OMC, CIC, Resource
Centre 9 9 1800
UK+Ireland CIC, 2 ROCs, 5 Resource 2052
Centres 20 1
France CIC, ROC, 3 Resource
Centres 20.55 1805
Italy CIC, ROC, ROC
Coordinator, 4 Resource 1953
Centres 11 10
Northern 2 ROCs, 7 Resource 1178
Europe Centres 9 3
Germany + ROC, Support centres, 4 1162
Switzerland Resource Centres 15 0
South East distributed ROC, 5 1154 5
Europe Resource Centres 9 3 )
Central distributed ROC, 5 1152 5
Europe Resource Centres 8.74 3.3 )
South West distributed ROC, 5 1155
Europe Resource Centres 14.15 3.55
Russia CIC, distributed ROC, 8 5515
Resource Centres 28.9 1 )
Totals 145.34 33.85 13963.5 k€

Table V Total personnel resources required for EGEE Grid infrastructure™.

EGEE proposes that, because this infrastructure is based on extending the support and operations centres
in existing National and Regional Grid programmes, approximately half of the total effort will be funded by the
EU. The resource requested by the partners from the EU is given in detail in the table 5.B2.4. The remainder

 The effort estimations have been rounded for simplicity. See the activity summary table for exact figures.
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of the effort required to staff the operations centres on all three layers will be provided by the EGEE partners
funded from existing programmes.

These resource requirements are what EGEE expects the EU to fund and are in addition to similar or greater
levels of effort already provided by current Grid initiatives within Europe. They therefore represent the
additional marginal effort required to operate a European Grid infrastructure in addition to current activities.
Resource Centres will not be funded directly. It is assumed that they will be supported through national or
user community programmes.

The estimate of effort required at the Regional Operations Centres and Core Infrastructure Centres is based
on current experience in running national and discipline-specific support centres.

The hardware resources for the centres in this activity are funded by the participants and are included in the
overall computing resource table.

Resources will be allocated for training positions where people will be able to work at an established centre
to gain experience before going back to their Resource Centres.

5.B.2.6 Exploitation of the results

The result of this activity will be to create an integrated pan-European production Grid built upon European
national and regional Grid infrastructures and expertise, bound into a coherent system by a structured
operational management and support organisation. This will offer to European research communities an
unprecedented facility for eScience, accessible through sophisticated middleware enabling Grid services to
connect diverse and dynamic user organisations with a large and growing pool of computing, instrumental
and informational resources. Existing scientific and computing infrastructures and information sources will be
available to a wider range of researchers than ever before, vastly increasing the interconnectivity of
European research and ensuring the fullest exploitation of those resources.

This activity deploys and operates technology from external sources, including other activities within the
project, in order to offer a high availability, high reliability service to a broad user community. New services
are likely to arise with the EGEE Grid acting as the medium for the interaction between service providers and
service consumers. This may gain a further dimension through potential industrial/commercial exploitation by
the industrial partners engaged through the Industry Forum.

Exploitation of the Grid needs to be considered on several levels. At the highest level, usage and
provisioning of the Grid is a zero-sum game; what is taken from the Grid can only match what is put in and
resources must be provided to match the needs of users. Where the EGEE Grid can and will deliver is in
improving the accessibility of resources and therefore the degree of utilisation. Computing power is to some
extent a perishable commodity, and what is not used now is lost for ever. By bringing together users and
resources on a large scale and with efficient means for mediating between the two, the effectiveness of
European eScience infrastructures will be enhanced, and at the same time the greater accessibility of
resources to the entire European eScience community will enhance the capabilities of this community.
Access to use the EGEE Grid will therefore need to be balanced by securing matching sources of resource,
and this project includes activities for the recruitment of both user organisations and resource providers. But
beyond the macroscopic scale of balancing supply and demand, there must be a basis on which access
rights are assigned in return for a contribution to the Grid. The initial user communities from the will certainly
be supplying their resources to the Grid and thus acting also as resource providers, and this is clearly the
simplest model for ensuring that both sides of the equation are addressed. To some extent, all user
organisations must answer not only the question of what the Grid can do for them, but also what they can do
for the Grid. This will be addressed by the elnfrastructure reflection group described in activity NA5.

Finally, at a smaller scale still, any resource provider will have parameters for the usage of resources under
their ownership by other parties. The terms and conditions under which resources are connected to the Grid
must be formalised and matched by terms and conditions agreed with users, and both sides of the
interaction must be monitored and regulated by the core infrastructure of the Grid to ensure that rights and
responsibilities are met.

Many user and resource provider organisations will collaborate in forming and using the EGEE Grid and
Service Level Agreements will define the expected levels of service provided by and to each of them. It will
be a substantial and difficult task to harmonize all the requests from different sets of users with the policies of
many Resource Centres. Reducing the complexity of these many-to-many relations will be one of the major
challenges of the EGEE Grid.
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5.B.2.7 Risk Analysis

An improvement of existing deployed Grid infrastructures to create a Grid of true production quality Grid is a
new challenge, and to do so on the scale proposed by EGEE is a vast undertaking. The step forward from
working test beds and separate national and regional infrastructures to a pan-European Grid suitable for real
production has several possible risks. Some of them are clear:

The Grid is a new technology and as such it is far from being perfect. Some architectural challenges
are still unsolved and eventually many new services could be necessary to make a wide European
Grid infrastructure sufficiently robust. New approaches are foreseen during the life of the project and
new middleware will be available providing new necessary features. The transition to new releases
and new services is a delicate process, which can in the end draw more resources than foreseen.
Although all the participants have consolidated experience in Grid Technology, this is generally quite
rare outside this community (or in the marketplace). Recruitment of new personnel will also require
substantial training and this could slow down the initial momentum. Delays in the execution of the
activity could frustrate the user communities and resource provider communities and have a bad
impact on the effectiveness of the deployed infrastructure. However, the initially deployed resources
will largely come from disciplines that already have a high level of Grid experience, and will be
closely linked (some co-located) with Regional Operations and/or Core Infrastructure Centres. This
will facilitate the interaction between Resource Centres and Grid support and operations.

Unrealistic expectations of what the Grid will deliver must be avoided to prevent the perception of
failure even when the technical and operational goals of the project have been achieved.

Page 140 of 212



SECG

508833 Enabling Grids for 29/01/2004
E-science in Europe
5.B.2.8 Summary
Activity number : | SA1 Start date or starting event: start of project Project start
Participant: 1 2 3 4 7 8 9 10 11
CER | GU | UNII CES | KFKI | MTA- | NIIF | CYF | ICM
N P NNS | NET | - SZT RO
BRU RMK | AKI NET
CK I
Expected Budget 1800 | 95 78 332 176 |18 113 168.5 | 140

per Participant:

Requested Contribution | 1800 | 95 78 166 88 18 56.5 | 168.5 | 140
per Participant:

Participant: 12 13 14 15 16 20 21 22 23 25
PSN | II- Js| TCD | CCL | CEA/ | CGG CNR CSS | DESY
C SAS RC DSM p I

Expected Budget 146 231 | 162 192 3720 | 285 315 2710 | 300 | 142.5

per Participant:

Requested Contribution | 146 115. | 81 192 1860 | 142.5 | 157.5 | 1355 | 150 | 1425
per Participant: 5

Participant: 27 28 29 31 36 37 40 41 42 43
FhG FZK | GSI INFN | FOM | SAR | VR IHEP | IMP
ITEP
A B
RAS
Expected Budget 680 107 | 285 1563 | 400 | 780 588 197 20 197
per Participant: 4

Requested Contribution | 340 537 | 142.5 | 1563 | 200 | 390 588 98.5 |20 98.5
per Participant:

Participant: 44 45 46 47 48 49 50 51 52 53
JINR [ KIA | PNPlI | RRC | SINP | CLP | UCY | GRN | TAU | ICI
M Ki - P- ET
RAS MSU | BAS
Expected Budget 197 118 | 78 40 236 192 192 775 191. | 383
per Participant: 5
Requested Contribution | 98.5 59 39 20 118 192 192 387.5 | 191. | 191.5
per Participant: 5
Participant: 54 55 56 57 58 64 65 66 67
LIP CSIC | IFAE | INTA | ENE [ UniC | UniL | Uni
CES A al e Na
GA
Expected Budget 483 157. | 635 281 315 186 99 99 99
per Participant: 5
Requested Contribution | 241.5 | 157. | 317.5 | 281 157. | 93 99 99 99
per Participant: 5 5
Objectives

This activity will create, operate, support and manage a production quality European Grid infrastructure
which will make computing resources at Resource Centres across the ERA accessible to e-Science
communities in a range of applications fields.

Description of work

e Operation of Core Infrastructure services to connect user communities with resources.
e Infrastructure monitoring and control to achieve required performance levels.
o Deployment of middleware and Resource Centres to expand and upgrade the infrastructure.
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e Support of Resource Centres and User communities.
e Management of the Grid infrastructure.
Deliverables
DSAl.l M3 Detailed execution plan for first 15 months of infrastructure operation.
DSA1.2 M6 Release notes corresponding to MSAL.1
DSAL1.3 M9 Accounting and reporting web site publicly available
DSAl.4 M12  Assessment of initial infrastructure operation and plan for next 12 months

DSAl.5 M14  First release of EGEE Infrastructure Planning Guide (“cook-book™).
DSAL.6 M14  Release notes corresponding to MSA1.3.
DSA1.7 M22  Updated EGEE Infrastructure Planning Guide.

DSA1.8 M24  Assessment of production infrastructure operation and outline of how sustained
operation of EGEE might be addressed.

DSA1.9 M24  Release notes corresponding to MSA1.5

Milestones and expected result

MSA1.1 M6 Initial pilot Grid infrastructure operational.
MSAL1.2 M9 First review

MSA1.3 M14  Full production Grid infrastructure (20 Resource Centres) operational.
MSA1.4 M18  Second review

MSA1.5 M24  Third review and expanded production Grid infrastructure (50 Resource Centres)
operational.

Justification of financing requested

This activity will operate 9 Regional Operations Centres eventually providing 24x7 support and 5 Core
Infrastructure Centres providing 24x7 operational monitoring and control of the Grid infrastructure. Both of
these categories of centre need a substantial staff in order to provide round-the-clock services. There is also
a central Operational Management Centre co-coordinating the distributed centres. Throughout this multi-
layer organisation spanning the ERA funding is requested to fund half of its personnel, a total of €14.61
Million funding for some 80 FTE over two years, with the remainder of personnel provided and funded by the
project partners, and complemented by the actual infrastructure (machines, SW resources) etc used in the
centres of this activity.
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5.B.3 Activity SA2 - Network Resource Provision

5.B.3.1 Scientific and technological excellence

EGEE is proposing a large-scale Grid for eScience applications covering the European Research Area. This
Grid will be a distributed infrastructure and will therefore be dependent on a communications network that
links its resources. The European Research Area is currently served by a set of National Research and
Education Networks (NRENS) linked via a high-speed pan-European backbone, the GEANT network, which
is created and managed by a not-for-profit company, DANTE. The EGEE Grid will use the European
research networks to connect the providers of computing, storage, instrumentation and applications
resources with user virtual organizations.
Distinct from the resources supplied to the Grid, EGEE will construct an integrated and scalable system to
manage:

e Access to the resources of the Grid

e Relationships between parties interacting via the Grid

e Operation of the Grid as a reliable service.

All of these dimensions must have a network perspective for successful provision of Grid services. The way
in which these activities are realised will be determined by the requirements-defining activities of EGEE and
shaped by the service-driven ethos that is vital to the success of the project.

It should be stressed that this activity is entirely about the management of the relationship between EGEE
and DANTE and the NRENSs, and their associated access networks and the provision of new services to
EGEE over existing or planned network connectivity. It is outside the scope of EGEE to provide connections
for any user or resource site, and there are no plans to do so; connectivity is the responsibility of the site
connected and is provided by the research and access networks. Of course, it is important that sites
connected to a Grid infrastructure have adequate bandwidth, performance etc., and EGEE should
incorporate these aspects into the criteria for evaluation and validation of a site as appropriate to participate
in the Grid. Where appropriate, EGEE can help to promote the need for a particular site to improve its
connectivity in order to enhance its ability to participate in the Grid.

Network provision can itself be viewed as another class of Grid resource, in addition to computing, storage,
applications etc., albeit a very large distributed resource partitioned into a number of domains with separate
administrative authorities, which must collaborate to offer a coherent service. Grid applications are
demanding in their requirements for capacity and quality-of-service (QoS), and yet must co-exist on the
production network with the rest of the research community; provision of service to either community must
not compromise the provision of service to the other, despite their differing requirements.

New levels of end-to-end service across multiple administrative domains will require significant enhancement
of the network control plane infrastructure. EGEE will act in collaboration with the network administrative
authorities to develop, with appropriate interfaces between Grid middleware and the network, a control plane
infrastructure to allow the NRENSs to meet the needs of the EGEE Grid.

The network resource requirements of EGEE will be met by bringing together what are currently research-
only elements to make a reliable production-level Grid network service. Network-oriented joint research is
necessary because end-to-end services in either network reservation or network monitoring cannot be
provided today. The required joint research activities are described in activity JRA4.

5.B.3.2 Objectives and originality of the service activity

The objective of the network resource provision service activity is to ensure that EGEE has access to
appropriate networking services provided by the GEANT and the NRENSs that will link the users, resources
and operational management of the EGEE Grid. This incorporates the definition of requirements, the
specification of services technically and operationally, and the monitoring of service-level provision. The
policies defining Grid access to the network will be defined by this activity.

Typically, an end-point in NREN-A will need to make a connection to an end-point in NREN-B, via the
GEANT backbone, using a service with specific characteristics. Requests for a particular service are made to
the next domain along the connection path, but in order to provide guaranteed end-to-end Quality-of-Service
with resource reservation service requests must be co-coordinated across domains. At a minimum the
following policies need to be defined:

e Individual: policies are required specifying which end-points of NREN-A and NREN-B can request

network services, and the types and volumes of the services they may request.
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e Membership: users may belong to virtual organizations (VOs) defined within the Grid context and not
known as individuals to the NREN itself. A VO may as such be considered as user of the NREN, and the
policies governing individual user rights may be delegated to the VO, with access rights associated to
the individual or their role.

e Reservation: Grid users may need to allocate a chain of network resources in advance prior to
scheduling and executing a job. GEANT and the NRENs must allow pre-allocation of resources and
issue an authorization based on this reservation.

e Prioritisation: services may be created with a range of priority levels and policies are required to
determine the distribution of capacity amongst these priority levels for the purposes of load-balancing
and the allocation of services to particular organizations and roles.

e Aggregation: there must be a policy in GEANT that specifies the aggregate resources that may be
provided to an NREN, with admission control performed within the NRENs. Note that the resource
requests themselves may originate with Grid middleware, but capacity is constrained at the GEANT-
NREN interface. Similar policies are required within an NREN to define the aggregate resources that
may be requested by a Virtual Organization.

e Operations: there must be policies authorising parties to obtain operational information about the
performance of the networks in order to trace, diagnose and resolve problems. Users and Grid
operations centres will require different views of the network to monitor its performance.

Once the policies are defined and implemented in each network domain, users authenticated by identity and
role may receive authorisation against the respective policies. Accounting will be used mainly for monitoring
usage of resources against SLAs, with the possibility to enable differential charging for their use.

The originality of this activity lies in ensuring that new network services, distinct from the traditional best-
efforts IP service based on over-provisioned network capacity, are introduced to meet the requirements for
production-level Grid network, based on user and operational needs, assessed in collaboration with GEANT
and the NRENs. Such services may comprise established connections between specific end-points at
various layers of the network, reservations with guaranteed bandwidth and other QoS parameters (latency,
jitter etc), and even scavenger services at less-than-best-efforts that guarantee to complete a transfer within
a specified time window, e.g. overnight, despite according any part of the transfer a low level of priority. A
portfolio of such services can meet the diverse requirements of a Grid serving a variety of user communities,
while making efficient use of the network infrastructure.

This Network Resource Provision activity will introduce a scalable methodology for requirements capture,
aggregation and modelling, and the generation of service specifications and agreements. The activity must
also incorporate operational and management aspects for ensuring service provision. The services
envisioned are not all available at this moment, and additional work is required to bring those services to the
network, and more specifically, to make them accessible to Grid middleware in an integrated way. This work
is a task within a separate but closely-linked Joint Research activity JRA4 and the Network Resource
provision Service activity will exploit the results of this activity.

5.B.3.3 Execution plan of the service activity

A study will be performed aimed at capturing the requirements, in terms of network capacity within distinct
classes of service, made by the EGEE production Grid of the international wide area network. For example,
the following services may be required by EGEE applications from GEANT and the NRENSs : access to layer-
3 diffserv-based prioritised traffic classes, extended layer-2 VLANSs, secure channels. This study will also
take into account the experiences of existing Grid and Grid-network projects, such as DataGrid, DataTAG
etc.

The deliverables of this activity will be:

SLRs

Requirements should be formulated in terms of network SLRs (Service Level Requests) for each user virtual
organisation and application provider within EGEE. These SLRs will be commonly defined by
user/applications representatives based on their needs, and by network representatives based on available
or planned technologies. It is important to develop a planning methodology and model in order to predict
aggregate capacities in different traffic classes, based on these network SLRs.
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Modelling

A planning and modelling methodology will be developed to predict aggregate network service requirements,
in terms of capacity within different classes of service, taking the SLRs as inputs. The network requirements
model will be regularly updated based on evolution of Grid user base and its requirements. Milestone
MSAZ2.2 "Initial requirements aggregation model, specification of services as SLSs on the networks" correspond to the
first definition of the modelling methodology. This methodology will evolve during the project, to follow new
application requirements and new services deployed by network providers.The final outputs of the modelling
task, combined with negociations and agreements with mainly DANTE and the NRENS, are the SLA and
appropriate policies (DSA2.2 and DSAZ2.3).

SLSs

The model will be used to derive an evolving series of SLSs (Service Level Specifications) for the network
that has then to be delivered by DANTE and the NRENSs. The joint research activities described in activity
JRA4 will implement the interfaces to new Grid services required to meet SLSs, in conjunction with the
development of the network control plane infrastructure by the network administrations.

SLAs

Service specifications will need to be formalized by SLAs (Service Level Agreements) between EGEE and
DANTE/NRENS; there may be a chain or hierarchy of SLAs. The provision of the agreed services in terms of
network performance delivered must be monitored to ensure SLA adherence. Tools for SLA adherence will
be developed by the proposed joint research activity JRA4 in network monitoring.

Policies
The SLAs will be expressed in terms of policies covering, amongst others, the dimensions of individual and
organizational authority, reservation, prioritization, aggregation and operations.

Operational Model

The operational management of EGEE must integrate seamlessly with the operations of the existing GEANT
and NRENs. The GEANT network operations are organised on a day-to-day basis by the Network
Operations Centre which interacts with similar centres in NRENs and network component suppliers. The
interfaces between the Grid operations centres and the network operations centres are critical. Information
from daily operational performance must be aggregated for management review of network service
provision, and recurrent and systematic failure or weakness in service provision will be addressed by a
liaison group that meets regularly to oversee service delivery across the EGEE —DANTE/NRENS interface.

The above items will be re-visited on a cyclical basis to evolve the service provision with both the
requirements from the EGEE applications base and the technical capabilities for various services are
developed by GEANT and the NRENSs.

The milestones and deliverables for this activity are described in Table W below.

Project Deliverable or | Item

Month Milestone

M3 Milestone First meeting of EGEE-GEANT/NRENS Liaison Board
MSA2.1

M6 Deliverable Survey of pilot application requirements on networks,
DSA2.1 initial SLRs and service classes.

M9 Milestone Initial requirements aggregation model, specification of
MSA2.2 services as SLSs on the networks.

M12 Milestone Operational interface between EGEE and
MSA2.3 GEANT/NRENS.

M12 Deliverable Institution of SLAs and appropriate policies.
DSA2.2

M24 Deliverable Revised SLAs and policies.
DSA2.3

Table W Milestones and Deliverables of the Network Resource Provision activity
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5.B.3.4 Quality of the management

5.B.3.4.1 Management and competence of the participants

This Network Resource Provision activity (SA2) will be managed by a Network manager funded by the
project who reports to the Operations Manager of SA1. He will oversee both network service (SA2) and
network development activities (JRA4).

Within Network Resource Provision there are two types of activity:

Task-oriented activities. These include ongoing requirements capture, modelling and planning
mechanisms.

SLA-oriented activities. Formal management of the relationship between EGEE and DANTE and the
NRENSs. There will be a complex hierarchy of SLAs in place between multiple bodies. These will be managed
through normal SLA management mechanisms. EGEE, DANTE, and the NRENs will agree SLA monitoring
metrics and implement associated monitoring tools. The results of SLA monitoring will be reviewed on a
regular basis via a monitoring unit (quarterly in the first year, and twice yearly thereafter.) This will result in an
assessment document which is submitted to the liaison body. The necessary feedback mechanism is the
following: (i) If the SLA has been adhered to adequately the body will accept the assessment document
which will be entered into the management records. (ii) If there have been SLA failures the liaison body will
define appropriate actions to mitigate problems, and receive a subsequent closing report.

The relationship between EGEE, DANTE and the NRENs Policy Committee (representing associated
NRENS) is critical. The close link between the pan-European research network and the pan-European
research Grid proposed by EGEE is widely recognised, and the planning and execution of EGEE needs to
be carefully co-coordinated with the development of the networks in a collaborative fashion. The bodies that
operate this network, composed of DANTE and the NRENSs, are aware and receptive to the EGEE Grid as a
major new capability for the European scientific community, and also as a major new demand on the
networks themselves. The network management bodies are committed to develop new services in
conjunction with the requirements of the EGEE Grid, and a peer relationship between DANTE/NRENs and
EGEE should be fostered. To ensure effective and timely communications an EGEE Network Liaison Board
will be created, consisting of a small number of representatives from EGEE, DANTE, and the NRENSs,
meeting four times per year in the first year and twice per year thereafter. The terms of reference will be
determined very early in the project, but will include:

e To assess service provision to EGEE from an end-to-end perspective (where such issues are not
directly covered by the SLAs). Where end-to-end service provision problems are occurring to set up
appropriate mechanisms (e.g. task forces) to try to resolve such problems, and to receive and
assess concluding reports.

e To oversee technical collaboration between EGEE and DANTE/NRENs on the JRAs from both
projects, i.e. checking that requirements and deliverables are being appropriately expressed and
met.

e To raise forward-looking issues (such as new service requirements) which will affect operational
policy in the longer term.

Competence to manage this service activity is demonstrated through the direct participation of
representatives from both DANTE and the GEANT-NREN PC (Policy Committee). Individual members of
EGEE have extensive experience of use of the wide area network, and are involved centrally in global
activities essential to the furtherance of the network sector. This includes experience in end-to-end
monitoring, AAA-based network control-plane software development, and Grid network standards
development through the Global Grid Forum.

The relation between EGEE, DANTE, and the NRENs will be regulated by a MoU prepared by the projects
and that will be made available to the EU.

This activity will be managed by UREC (part of CNRS, participant number 22). UREC is a service entity
inside CNRS devoted to network and security consulting, and is involved centrally in global networking
through various international network projects and NREN participation. UREC has wide experience in Grid
networking, especially provisioning and end-to-end monitoring, and is currently leading the network work
package of the DataGrid project.

RRC Kl will also participate to this activity. RCC Kl provide Russian NREN Operational Center and
international connectivity for Russian science (in particular the connectivity with GEANT), and has extensive
experience in NOC (Network Operations Centre) operational model and SLA definitions.

GRNET will also participate to this activity helping in SLR/SLS/SLA definitions.
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5.B.3.5 Justification of financing requested and value for money

The Network Resource Provision service activity requires the manpower resources summarised in Table X
below. The separation between “Funded” and “Unfunded” depends on the accounting model chosen by each
partner. For Full Cost (FC and FCF) model partners, the funded effort is reimbursed at 50%. This activity is
under the control of the Network Co-coordinator, who reports to the EGEE Operations Manager in activity
SA1. The Network Co-coordinator is also responsible for DANTE and the NRENSs liaison, and will organise
and participate in the liaison body as described above. UREC will contribute with two people to this activity,
of which one is funded by EGEE. RRC KI will contribute with two people to this activity, of which one is
funded by EGEE. GRNET will contribute with half a person, funded from its own sources.

FTE
Participant Description of Role (EU funded + unfunded)
Network Co-coordinator overseeing both service
(SA2) and research activities (JRA4);
responsible for DANTE and the NRENS liaison. 240
CNRS/UREC | Network resource provision requirements
SLR/SLS/SLA definitions
Operational model
Network resource provision requirements
SLR/SLS/SLA definitions
RCCKI Operational interface between RDIG, Russian 2+0
network providers and EGEE.
GRNET SLR/SLS/SLA definitions 0+0.5
Total (FTES) 4+0.5

Table X Manpower requirements of the Network Resource Provision activity.

5.B.3.6 Exploitation of results

The services of GEANT and the NRENs are already available to scientists through the ERA. This activity will
manage the way in which services, some of which may be specialised over and above what is generically
available on the NRENSs, are provided to the Grid-empowered infrastructure constructed by the EGEE
project. An example might be, when necessary bandwidth allocation services have been provisioned, the
ability to perform a large data transport with guaranteed bandwidth for a fixed timeslot which is created,
initiated and controlled through Grid services. These services will be a tightly integrated part of the Grid
services offered by the infrastructure and accessible to the user base of that infrastructure.

The terms of service provision to the infrastructure by GEANT and the NRENs will be contained in the
Service Level Agreements that are a key output of this activity.
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5.B.3.7 Summary
Activity number : | SA2 Start date or starting event: Project start
Participant: 22 47 51

CNRS/ RRC KI | GRNET

UREC
Expected Budget 400 74 115
per Participant:
Requested Contribution 200 37 0
per Participant:

Objectives

To ensure that EGEE has a mechanism for defining its network requirements and clearly expressing these to
GEANT and the NRENs in order to provision a range of network services at various layers of connectivity
and with various QoS parameters.

Description of work

Capture requirements from EGEE users in terms of network capacity and service class. Perform aggregate
modelling, derive Service Level Specifications for network provision, create Service Level Agreements with
DANTE and the NRENs, monitor SLA adherence against aggregate traffic (demand) and network
performance (supply). Manage relationship between EGEE and DANTE and the NRENS through a formal
liaison body.

Deliverables

DSA2.1 M6 (UREC/CNRS) Survey of pilot application requirements on networks, initial SLRs and
identification of service classes

DSA2.2 M12 (UREC/ICNRS) |nsiitution of SLAs and appropriate policies
DSA2.3 M24 (UREC/CNRS) Reyised SLAs and policies

Milestones and expected result
MSA2.1 M3  First meeting of EGEE-GEANT/NRENS Liaison Board.
MSA2.2 M9 Initial requirements aggregation model, specification of services as SLSs on the networks

MSA2.3 M12 Operational interface between EGEE and GEANT/NRENS.

Justification of financing requested

Two persons fully funded by EGEE, complemented by one person provided by CNRS/UREC and one person
provide by RRC KI. One person fully funded by EGEE, complemented by one person provided by
CNRS/UREC, one person provided by RRC Kl and half of a person provided by GRNET
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5.B.4 Overall Implementation and Co-ordination of the Specific Service
Activities

5.B.4.1 Approach

Rather than take the approach of splitting SA1 into several independent Specific Service Activities we have
established it as a single closely interrelated activity with considerable overlap between its constituent parts.
Because SA2 is a very specific activity it has been presented separately for clarity. Both of these activities
will have to work closely with the Networking and Joint Research Activities and our management structure
has been defined to encourage this close working.

The management of these activities are closely aligned with their technical requirements. As has been
outlined in SA1 in detail there are three layers of Operations, Support and Management built on top of the
resources centres. We believe that this structure is the one most likely to meet the needs of our user base to
ensure they get the service they expect from the EGEE infrastructure. By gathering all of these activities
under one management we hope to ensure that users in particular no where to turn for support.

Likewise with SA2, we realise that the interfaces between the Grid operations centres and the network
operations centres are critical.

The three layers within SA1 are as follows:

e Layer | Regional Operations Centres (ROC) which deploy Grid middleware at Resource Centres
to connect resources to the EGEE Grid and provide geographically local front line support to both
users and Resources Centres on a 24x7 basis. There will be an ROC in each of the nine partner
regions participating in EGEE. The ROC mandate includes the support to new Resource centres
joining EGEE, the test and certification of those as EGEE nodes, as well as the detailed
troubleshooting and middleware upgrades.

e Layer Il Core Infrastructure Centres (CIC) which provide the basic service infrastructure of the
Grid, operating the key services which connect users with resources. The CICs will also support the
Regional Operations Centres. The CICs will guarantee 24x7 operations.

e Layer lll Operations Management Centre (OMC) which manages the operation of the entire EGEE
Grid from a single centralised location.

Through SA2 these centres will endeavour to ensure that they can work seamlessly with the operations of
the existing research networks. The GEANT network operations are organised on a day-to-day basis by the
Network Operations Centre which interacts with similar centres in NRENs and network component suppliers.
In particular, information from daily operational performance must be aggregated for management review of
network service provision, and recurrent and systematic failure or weakness in service provision will be
addressed by a liaison group that meets regularly to oversee service delivery across the EGEE -
GEANT/NREN interface. It is expected this group will contain representatives from all Specific Service
Activities presented here.

5.B.4.2 Mutual dependencies

As has been outlined in the preceding section, we have taken the approach with regard to these activities to
describe the majority of them within a single activity — SA1. This has been done purposely to optimise the
mutual dependencies between them without putting in place extra layers of management which might make
this more difficult. Our decision to place the network related activities in a separate SSA was taken because
of the specific roles required to achieve this task — the partners of this activity being closely aligned with
GEANT in particular. It will be the task of the management within both SAs to ensure mutual dependencies
are identified and a continuous and constructive dialogue is established.
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5.B.4.3 Execution plan

5.B.4.3.1 Execution plan for first 15 months

The diagram on the next page shows a Gantt chart and Activity Interdependencies diagram for SA1 and
SA2. The following describes the execution of the Service Activities in the first 15 months of the project.

Project start: Even before the project official start date, the work to produce a detailed execution
and implementation plan for SA1 will be started. This is essential in order that the operational
infrastructure can be put in place as soon as possible. This planning will be sufficiently advanced to
allow the set up of the initial CIC and ROC centres, and to use them to start to operate the existing
LCG service for EGEE. We intend to have all SA2 management functions and staffing in place by
the start of the project to ensure a quick start-up phase.

PM3: During the first 6 months the ROCs will engage with a limited number of resource centres to
set up support infrastructures and procedures. The CICs will take over the operational aspects of the
existing LCG service and operate it for EGEE. The Liaison Board between EGEE and DANTE and
the NRENs will be defined and organized, and the first meeting will happen corresponding to the
milestone MSA2.1. The collection of application network requirements will have started. The detailed
project implementation plan for the first 15 months will be delivered at the end of month 3.

PM6: At the end of month 6 the pilot production grid will be fully operated and managed by EGEE
(MSA1.1) and the corresponding release notes will be delivered. Towards the end of this period we
will start to deploy the development service in parallel with the pilot production service, to a limited
number of resource sites. Application requirements and identification of network service classes will
be collected and reported in DSA2.1. First version of network SLRs should be well known at this
step.

PM9: The accounting and reporting infrastructure will be implemented in parallel with the setting up
of the pilot production service. By the end of month 9 the accounting and resource usage reports will
be published on a publicly available web site (DSA1.3). During this time the ROCs will be
continuously engaging new resource centres to become operational within EGEE. Initial application
network requirements will be aggregated into SLSs for networks. It corresponds to milestone
MSA2.2 and it will be shown at the first project review.

PM12: At the end of month 12 a first assessment of the effectiveness of the operation of the grid
infrastructure based on the first 6 months operation will be published (DSA1.4) and will be used as a
basis upon which to build the detailed planning for the next 12 months. This plan will include defining
additional resources that will be included in the grid. During this period the production service will
transition from the pilot based on existing middleware to that run on the development system based
on EGEE integrated middleware in preparation for the milestone production release (MSA1.3). First
SLAs and associated policies will be reported in DSA2.2, and will be matched against prototypes
implemented through JRA4. A operational interface defined between OMC, CICs, ROCs and
GEANT/NRENs NOCs will be set which correspond to milestone MSA2.3

PM15: The full production grid will be available based on the EGEE middleware release. The goal of
at least 20 resource centres should be achieved, together with the full complement of ROCs and
CICs, including those in Russia. Provided with this release will be a full set of release notes and the
first edition of the Infrastructure Planning Guide (MSA1.3, DSA1.5, DSA1.6). The operational model
between EGEE GOC and GAENT/NRENs NOC should be mature by this point. A second phase of
SLAs fine grained definition will have started.
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Milestones and expected result

MSA1.1
MSAL.2

MSAL.3
MSALl.4
MSA1.5

MSA2.1
MSA2.2
MSA2.3

M6
M9

M14
M18
M24

M3
M9
M12

Initial pilot Grid infrastructure operational.
First review

Full production Grid infrastructure (20 Resource Centres) operational.

Second review

Third review and expanded production Grid infrastructure (50 Resource Centres)
operational.

First meeting of EGEE-GEANT/NRENS Liaison Board.
Initial requirements aggregation model, specification of services as SLSs on the networks

Operational interface between EGEE and GEANT/NRENS.

Table Y — Summary of SA1-SA2 milestones

Deliverables

DSA1l.1
DSA1.2
DSAL1.3
DSA1.4
DSA1.5
DSA1.6
DSAL1.7
DSA1.8

DSA1.9
DSA2.1

DSA2.2
DSA2.3

M3
M6
M9
M12
M14
M14
M22
M24

M24
M6

M12
M24

Detailed execution plan for first 15 months of infrastructure operation.
Release notes corresponding to MSA1.1

Accounting and reporting web site publicly available

Assessment of initial infrastructure operation and plan for next 12 months
First release of EGEE Infrastructure Planning Guide (“cook-book™).
Release notes corresponding to MSA1.3.

Updated EGEE Infrastructure Planning Guide.

Assessment of production infrastructure operation and outline of how sustained
operation of EGEE might be addressed.

Release notes corresponding to MSA1.5

Survey of pilot application requirements on networks, initial SLRs and identification of
service classes

Institution of SLAs and appropriate policies

Revised SLAs and policies

Table Z — Summary of SA1-SA2 deliverables

Of particular importance in these tables are milestones MSA1.1 and MSAL1.3. It is by the attainment of these
milestones that we believe the overall success of EGEE will come to be judged.
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5.C Joint Research Activities

5.C.1 Activity JRA1 - Middleware Engineering and Integration
5.C.1.1 Scientific and Technology excellence

5.C.1.1.1 Objectives and originality of the joint research activity

EGEE aims to create a reliable and dependable European Grid infrastructure for e-Science. To date, Grid
research projects have developed (and in some cases deployed) middleware following various designs and
have exposed the relative advantages of several types of Grid architectures. A production Grid infrastructure
can be implemented and deployed based on experience from the research projects but aiming at a new level
of reliability in the delivery of services to the users of the Grid.

The current state-of-the-art in Grid Computing is dominated by research Grid projects that aim to deliver test
Grid infrastructures providing proofs of concept and opening opportunities for new ideas, developments and
further research. Examples are the Condor Project, CrossGrid, the EU DataGrid, the Globus Project,
GridLab, Legion, NorduGrid, SDSC Storage Resource Broker, Unicore and many more. The Grid solutions
provided by the industry are in a similar early stage, like the Sun Grid Engine and Avaki.

Only a few of these solutions were deployed in a production-like environment, and a significant effort is
necessary to scale up existing test-beds to production level facilities. This implies not only ensuring the
middleware scalability on ever increasing numbers of resources, but also making sure that the entire
infrastructure can accommodate thousands of users.

The software developed in these projects generally lacks interoperability among different solutions. Only
recently there has been an effort to agree on a unified Open Grid Service Infrastructure (OGSI). OGSI
proposes a standard to enable Grid middleware provided by any of the projects to interoperate. Building
Grid infrastructures based on components with well-defined interfaces rather than specific implementations
should therefore become a reality. However, it will still take a considerable integration effort both in terms of
making the existing components adhere to the new standards and deploying them in a production Grid
environment.

The objective of the Middleware Engineering and Integration Research Activity is to provide robust
middleware components, deployable on several platforms and operating systems, corresponding to the core
Grid services identified (cf. Table AA) and developed in earlier projects. This activity aims to do the minimum
original implementation of middleware necessary to achieve this goal; instead, the originality of the activity
lies in selecting, potentially re-engineering and integrating a set of reliable production-quality services that
together form a dependable and scalable infrastructure that meets the needs of a large, diverse e-Science
user community. The evolution of such a set of middleware components towards a Service Oriented
Architecture (SOA) adopting emerging standards such as OGSl is an important goal of this activity.

Based on an initial set of middleware components, corresponding to existing Grid infrastructures like the
DataGrid testbed and the LCG-1 facility, which will be made available to users via SAl at the start of the
project, this activity will

e Select middleware components according to the architecture defined by the Architecture Team (cf.
5.C.5 Overall Implementation and Coordination of the Research Activities) and the requirements of
the applications and operations activities. Input from the application groups will be taken into account
in this task. Notably, a group within LCG (ARDA™) is preparing a document based on experience
gathered over the last two years.

o Verify the need to go through a re-engineering process for the selected components and implement
such process as needed, to reach production quality and evolve towards SOA. This will be done
either within JRAL itself or in cooperation with the component providers. In case some of the
components (or part of them) deemed useful are missing or the cost/benefit ratio in re-engineering
them is too high compared to a new development, they will be implemented within the JRA1 itself.

!> Architectural Roadmap towards Distributed Analysis
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e Integrate and test these components to deliver a production quality release, fulfilling the
requirements of the applications, which will be deployed by SA1.
e Support, maintain and enhance as needed these components; more than one implementation should
be selected for key components in order to verify interoperability of components and their interfaces.
e Support, maintain and enhance these components by organizing and executing defect handling
processes
Rapid start-up of this activity is assured by building on the work of FP5 projects such as EU DataGrid and
other Grid projects. Such projects have produced deliverables that are excellent starting points for basic end-
user and operational requirements, a list of essential grid services, practical organisational structures and
teams of dedicated software engineers with knowledge of grid technologies.
Based on our current knowledge, the services necessary to build a production Grid are summarized in Table
AA below.

Table AA Key Grid Services and current state-of-the-art in implementation

Service Description State-of-the-Art
Resource This service provides an access channel to a given Computing: Condor-G,
Access resource for properly authorized work requests. Globus-GRAM, Unicore
Service We split resources into computing resources, data storage | Storage: SRM, SRB,

resources and network resources.

e Computing: The service needs to be interfaced to well-
known fabric schedulers like PBS, LSF, Maui

e Storage: The service needs to interface to mass
storage systems, databases, file systems, etc.

o Networking: Network resources need to be scheduled,
monitored, and accessed.

Possible advanced features to improve on include advance

reservation/schedule publishing, pre-emption capabilities,

etc

file systems like /Grid,
OGSA-DAI, Spitfire,
NeST, GridFTP
Networking: GEANT
and NRENSs, DataTAG

Data/Applicati
on Repository
and
Access/Deploy
Service

This group of services deals with issues of Grid data

management:

e Data Catalogs and Movement services. Interface to the
storage resource of the previous service.

e Application Catalogs and application deployment

SRB, SRM, EDG
Replica Manager.
EDG LCFGng
EDG/Globus RLS,
Griphyn Chimera

service. AliEn
e Virtual data Catalog and instantiation service.
Information Service to gather data on Grid service locations, Globus-MDS
Collection accessibility in order to find proper services and resources | EDG R-GMA
Service for usage.
User ID and In order to manage users each VO needs to maintain a EDG VOMS
Authentication | user directory. These users need to be authenticated by Globus CAS
Service the Grid services based on their VO membership. LibertyAlliance
Further details of this service will be defined as part of the Unicore
JRAS3 activity of EGEE.
Resource This service makes use of the information of all previous CondorG

Matchmaking
and Brokering
Service

services to match a high level service request based on the
user’s requirements and membership to the available Grid
services and resources.

Many aspects and variables have to be taken into account
in this process: the status and availability of the various
Grid services and resources, the user’s capabilities, the
resource usage policies imposed by the communities
owning these resources, the overall optimization goals.
Possible advanced features to improve on include support
for advance reservation and co-allocation, job
dependencies, integration with the Grid accounting
framework, semantic discovery and retrieval of data and
software etc

EDG Resource Broker
Eurogrid-Unicore
Resource Broker
GridLab Broker and
Resource Discovery
Modules
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6 | Monitoring and | Collection and storage of information on the activities on NIMROD-G,
Accounting the Grid, in particular resource usage records. This is a EDG RMS,
basic pre-requisite for several activities such as Simulation, | EDG DGAS,
Accounting, Security, and Problem Tracking. Monalisa

5.C.1.1.2 Execution-plan of the joint research activity

To achieve the objectives of this activity, the execution plan is centred on three main tasks: implementing
production-quality Core Grid Services, integrating selected components and testing and validation.

Plan for the first 15 months

e Project start: The management structures described below will be in place. Most of the staff are
expected to be in place at the start-up of the project. The initial set of software components
corresponding to the ones used by the LCG-1 facility will be made available to users and their
support will be ensured.

e PM3: Architecture and planning document for Release 1 will be available. The selection of
components to be deployed, evolved, and reengineered will be provided (based on requirements
from applications and operations). Tools for middleware engineering and integration will be
deployed. Software cluster development and testing infrastructure will be in place.

e PM6: The integration and testing infrastructure will be in place (aiming at a continuous integration
and testing process). A test plan for core components and integration for Release 1 will be available.
A design document for the core Grid services will be provided.

e PMB9: First consistent software of the EGEE components, comprising documentation and test reports
will be available and form the Release candidate 1.

e PM12: The first certified major release of the EGEE components will be delivered to operations
(SA1), This will include documentation, User’s and Programmer’s guides as well as release notes.

e PM15: Architecture and planning document for Release 2. will be available. A design document for
the core Grid services for Release2 will be provided (taking into account feedback from deployment
as well as evolution of relevant standards).

The creation of a technical architecture is a vital part of the EGEE implementation process, the responsibility
for which lies with the Architecture Team, which will have strong representation from this Middleware
Engineering and Integration Research Activity. The architecture of the EGEE Grid must take into
consideration the properties desirable in a production environment in order to specify services that exhibit
robustness, fault tolerance and adherence to standardized interfaces, and these services will need to be
well-supported and documented. It is intended to base the architecture of EGEE on the emerging Open Grid
Services Architecture (OGSA), which addresses the issue of standardized interfaces on a highly generalized
level. This activity will work closely with the service providers through the Global Grid Forum (GGF) to define
the standards for the interfaces and components in the EGEE architecture. These interfaces will be refined
as more experience is gained by their actual usage in a production environment. The architecture team will
start from the substantial experience accumulated in EU DataGrid and LCG.

The software planning process will follow the procedures defined by the Quality Assurance (JRA2). However,
it is clear from the experience gained in previous projects, in particular within DataGrid, that more attention
should be paid to the software development process and to the adoption of an effective iterative cycle of
requirement collection, design and planning, implementation and validation taking advantage of users and
operation experience and feedback. For these activities we foresee an annual cycle as shown in Figure 17
below.
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Figure 17: Schematic Diagram of Middleware re-engineering cycles during a four year programme, of which EGEE
represents the first two years. Note that a first cycle is already ongoing in the final phase of DataGrid (2003), which will
help ensure continuity with EGEE.
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Middleware Deployment

5.C.1.1.2.1 Implementation Task

The implementation task of this activity will:

e Provide support for components deployed by SA1;

e Evaluate existing Grid middleware against the architecture defined by the architecture team and the
requirements from the application and operation activities;

e Select promising components, at least two for the most important services, to demonstrate
interoperability;

e If necessary re-engineer components;

e Implement any missing components.

The aim is to provide a set of production-quality components that together form a dependable and scalable
infrastructure that meets the needs of the EGEE user community.

The Grid software will consist of many layers each built upon the next lower layer. When the lower layers are
unstable, buggy, poorly maintained, or subject to rapid changes, the higher layers can never reach
production quality. During the evaluation phase the risk associated with each protocol and service is
assessed, and for those deemed mission-critical, the project should ensure that two independent
implementations exist, committing EGEE resources, if necessary, to create the second implementation. To
avoid vendor lock-in, as throughout EGEE, these protocols must be rigorously defined independently of the
implementation.

Often, software packages selected will need to be re-engineered to adhere to the required production-level
requirements and to conform to the envisioned SOA. If necessary, re-engineering will take place inside the
implementation task itself or appropriate changes will be negotiated with the original providers. The
middleware re-engineering activity will address issues found via existing grid projects such as

e reliability & resilience, in particular to allow for failure free operation of services for long periods,
thereby avoiding the need for manually restarting services and hence limit manpower needed for
operations

e robustness, to be able to handle abnormal situation within services and ensure fault tolerance for
services

e security, to provide restricted access to data and guard against denial of Service (DoS) attacks. The
security infrastructure needs to integrate with all grid services

e scalability, in that services need to scale up to the requirements of SA1

e enforcement of resource allocation policy and account quotas for utilization of the grid infrastructure
(described in NA5 and SA1)

e maintainability, usability, supportability: make life easier for end-users, application developers and
site managers. This includes improved integration with application-level tools and resource
providers; provide better portals, API's, error reporting, etc.

e standardisation and service orientation, to ensure compliance with emerging standards (OGSA) to
provide well defined interfaces and allow interoperation with other implementations
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To allow software development in a realistic environment implementation testbeds will be maintained by the
implementation task, which follows closely the integrated release produced by the integration task. This
allows an early assessment of how new components will behave in the integrated environment as well as the
detection of potential integration problems at an early stage.

In order to benefit from common services and reduce specific infrastructure efforts, the development of the
different components and packages will follow a uniform way of organizing the software activities. Such
activities should all have the same infrastructure in terms of repository, document templates, release
management tools, problem reporting tools and all other issue related to process and infrastructure activities.
Furthermore, in order to be consistent with the LCG development, the EGEE middleware project intends to
adopt and participate to the modification and maintenance of the existing tools, policies and standards
already put in place by the LCG Software Process and Infrastructure project.

5.C.1.1.2.2 Integration Task

A key part of this activity is to bring together a set of Grid services and components to form a functioning and
verified Grid to serve its user communities. Middleware components will originate from a variety of sources
and their integration is a non-trivial task. A thorough definition of interfaces and adherence to standards will
help in facilitating this task.

Grid middleware is typically composed of a complex software stack. EGEE software should not depend on
specific versions of underlying software, including operating systems, compilers, interpreters etc..., and it
should work on a range of hardware platforms to be selected

A continuous integration procedure will be adopted including nightly builds and automatic installation and
testing of the software on a distributed integration testbed consisting of at least three sites. This distributed
integration testbed is vital to EGEE in order to assess the impact of wide-area connections from the very
beginning and to avoid site-specific solutions.

During the first months of the project, the Integration Task will focus on the set-up of the integration
infrastructure including the tools for software management.

5.C.1.1.2.3 Testing and Validation Task

The extensive and thorough verification of the integrated middleware is essential to ensure that the Grid can
be deployed on the scale foreseen, and on the broad range of heterogeneous resources employed in the
EGEE Grid. This task will assess that all software requirements have been implemented correctly and
completely and are traceable to system requirements. To ensure in particular the adherence to application
requirements this task will be executed in close collaboration with members of the application activity.

While basic unit testing will be performed within the implementation task, this task focuses on functional
testing and regression testing. Test suites for certain components of the software as well as for the
integrated software will be developed. These test suites will be complemented with application kernels
provided by the application activity.

An automated test procedure will be developed which allows continuous testing of the software integrated
and deployed on the integration testbed by the integration task.

Initial testing will be performed on the integration infrastructure. More thorough testing and validation will take
place on a separate testing infrastructure which will be, according to the integration testbed, distributed and
span at least three sites in three different countries.

During the first months of the project, the Testing and Validation Task will focus on the test plan preparation,
on working together with the LCG infrastructure project to learn and, if needed, adapt the tools already
available for testing as well as on test data preparation.

These three tasks of JRA1 will be closely related to other activities within EGEE, in particular those for
Operations (SA1) and Identification of Applications (NA4). The tasks will run in parallel with the obvious shift
due to the time elapsed before the first release candidate of the new EGEE (PM9). The Operation activity
(SA1) will start by deploying an existing baseline infrastructure on an initial set of computing resources. At
present, release 1 of the LHC Computing Grid (LCG) project software — an integration of middleware from
the European DataGrid and U.S. GriPhyn projects — appears to have the most potential to reach production
quality.
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Adopting this practical approach means EGEE application groups will have access to a working grid
infrastructure within the first 6 months of the project while allowing the Middleware Engineering and
Integration activity to concentrate on migrating the existing baseline infrastructure to the emerging OGSA
standard and ensure the implementation satisfies the high-levels of quality of service foreseen.

The initial set of key grid services which will be subject to re-engineering will be a subset of those described
in Table AA, according to the initial baseline release deployed by SA1l. This set will in particular include
resource access, data access, information collection, user ID and authentication, and resource matchmaking
and brokering services. During the first 5 months of the project, components implementing these services will
be evaluated, selected, and designed leading to deliverable DJRA1.2 at PM 5. Partial releases of these
components will happen as soon as ready on the testbed. At project month 12 we foresee the complete
release of the all the major software components (deliverable DJRA1.3) implementing these services at the
required level of quality, and including also the remaining services as provided in the initial baseline release
deployed by SA1, i.e. not yet re-engineered.

As mentioned before, implementation, integration, and testing will be done on a continuous basis allowing
verifying the quality of the envisaged release at early stages. Depending on the level of quality reached, SAl
may deploy these intermediate releases to give application users early access to production quality services.
In the second year of the project, this initial set of re-engineered services will be further evolved, following the
current initial list of key services in Table A (i.e. including monitoring and accounting, application
repository/deployment) and possibly enriched, if and as needed, with new services according to application
and operation requirements.

This activity will generate two major types of deliverables:

1. Design documents for key services, specifying in detail the constraints on how each core service can
be implemented;

2. Software releases, including source code, configuration scripts and instructions, unit and integration
tests, and user documentation, including installation guides, developers guides and release notes.

An open source license will cover the software and documentation, and they will be available to other project
for other infrastructures.

Starting from these two points, we foresee a detailed schedule for the Middleware Engineering and
Integration Research activity in the first two years of the project, as given in table below.

Table BB Detailed schedule of deliverables and milestones for Middleware Engineering and Integration Research®®

PM Responsible Deliverable Item
Group or Milestone
3 Architecture Deliverable Document defining architecture and planning for Release 1
Team DJRALl.1 The partners concerned have agreed that the activities, especially
(cf. 5.C.5)) for what concerns design and planning will begin before the EGEE

project start date and that a draft of system requirements,
architecture and a short list of middleware components will be
available for selection soon after project start-up. Input from the
application groups is expected to play an important role. The
selection of the components to be deployed, evolved ,
reengineered with the collaboration of the providers will be
provided. The documentation of the established agreements with
the providers will also be provided.

'® Release 2 builds on an upgrade of Release 1 and should therefore be available in a shorter time frame
than the first release.
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PM

Responsible
Group

Deliverable
or Milestone

Item

Tools support
group

Milestone
MJRAL.1

Tools for middleware engineering and integration deployed

Code repository, software building and testing tools to be made
available to the implementation, integration and testing teams.
Such tools will be supported and incrementally improved
throughout the project.

These tasks will be performed by contributing to the LCG SPI
project and using its services that are already widely used by the
LCG projects and LHC Experiments.

It is important that there is uniformity in the tools and standards at
all levels of the software development in all EGEE activities.

Implementation
group

Milestone
MJRAL.2

Software cluster development and testing infrastructure available.

Integration and
Testing group

Milestone
MJRAL.3

Integration and testing infrastructure in place. Software produced
by the implementation group will continuously be integrated and
tested. This process will be automated as much as possible.
Test plan for core Grid components and overall Integration
(Release 1)

The test plan will drive the testing activities of the Implementation
groups for the individual grid services and the Testing group for
the overall integrated software release. The test plan is expected
to evolve to be consistent with the software evolution.

Implementation
group

Deliverable
DJRA1.2

Design document for the core Grid services (Release 1)

This document starts with the requirements, constraints and
overall framework laid out in the overall architecture document and
describes the design of each grid service as well as which existing
components will be chosen or the services will be newly
implemented. The resulting specification will contain the details
needed by the implementation teams.

Implementation
group

Milestone
MJRAL1.4

Consistent software corresponding to the first release candidate of
the EGEE software

This includes the following components:

Software in the official repository (integrated with a release-
building system);

The software passes all unit tests (these tests are included in the
official repository) and test report describes results of these tests;
Release documentation, comprising installation guide for each SW
component as well as release notes.

Remaining integration issues with the release candidate will be
tackled by the integration team.

The integration test suite must be ready in time for the delivery of
the software components.

10

Integration
group

Milestone
MJRAL.5

Integrated Release Candidate 1 enters the “bug fix only” final
verification and validation period.

The Testing team will be in continuous contact with the Integration
and Implementation Teams over the entire period to address
deficiencies found until a stable release is achieved. Part of the
Testing Team’s work is to test integration dependencies, correct
installation and configuration, and functionality of each partially-
integrated major build during the integration phase.
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Group or Milestone

12 | Middleware and | Deliverable Release 1, first major release of EGEE project software delivered
Engineering DRA1.3 to the Operations activity (SA1) for deployment.

Integration The deliverable consists of the following components:

Software in the official repository (integrated with an automatic
release-building system);

Certification that the software passes all unit and integration tests
(these tests are included in the official repository);

Release documentation, comprising Installation, User’s and
Programmer’s guides and Release Notes.

14 | Architecture Deliverable Document defining architecture and planning feasibility (Release
Team DJRAL1.4 2).

(cf. 5.C.5)) This revised architecture will build on the work of release 1 taking
into account feedback from deployment and evolution of
associated standards.

15 | Implementation Deliverable Design document for each of the core Grid services (Release 2).
group DJRAL.5 These revised designs will build on the work of release 1 taking

into account feedback from deployment and evolution of
associated standards.

18 | Implementation Milestone Test plan for core Grid component and overall Integration
group & Testing | MJRAL.6 (Release 2).
group

19 | Implementation Milestone Consistent Release Candidate 2 components of the EGEE
group MJRAL1.7 software components.

20 | Integration Milestone Integrated Release Candidate 2 enters the “bug fix only” final
group MJRAL.8 verification and validation period.

21 | Middleware and | Deliverable Release 2, second major release of EGEE project software
Engineering DJRAL.6 delivered to the Operations activity (SA1) for deployment.
Integration

24 | Middleware and | Deliverable Final report including assessment of work completed and
Engineering DJRA1.7 outstanding issues.

Integration

As shown in the Table above, a large number of milestones are foreseen for this activity that correspond to
transition phases and artifacts of the software process.

5.C.1.2 Quality of the management

5.C.1.2.1 Management and competence of the participants

This activity is structured as follows:
e An Implementation group responsible for the re-engineering/development of all the middleware
components needed for the EGEE Grid infrastructure;
e An Integration and Testing group responsible for the integration and testing of the components
generated by the Implementation group and delivery of Grid software to Operations.
The distribution of the tasks is shown in Figure 18, and summarised in Table CC below. Each group has a
manager responsible for the execution of its tasks. Above the two groups is an Engineering Management
Team (EMT) to track these two activities and manage the entire middleware engineering process.
Note that the Security team is funded by JRA3 but is described hereafter in Figure 18 and in Table CC in
order to have a complete picture of middleware activities, as these teams will work very closely together and
will be included in the above-mentioned EMT. The separation between “Funded” and “Unfunded” depends
on the accounting model chosen by each partner. For Full Cost (FC and FCF) model partners, the funded
effort is reimbursed at 50%.
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@ Middleware Integration and Testing Centre
@ Middleware Re-engineering Centre

@ Quality and Security Centre

Figure 18: Distribution of middleware activities over Europe. The symbols illustrate regional distribution and do not
reflect precise geographic location of activities. The middleware Re-engineering Centres will take responsibility for the
following key services: Resource Access (ltaly); Data Management (CERN); Information Collection and Retrieval (UK);
Resource Brokering and Accounting (ltaly); Closely connected to this middleware development is a Quality Assurance
team (France) and a Grid Security team (Northern Europe Federation), which also has responsibility for a User ID,
Authorisation and Authentication Service as well as Virtual Organisation management tools.

Table CC A summary of the tasks of the different partners involved in the Middleware Engineering and Integration

Activities.
JRA1
- . L Professional FTE
Participant Middleware Task/Activity (EU funded + unfunded)
CERN

CERN Data Management, testing and integration, overall 16+16

coordination

Italy/Czech Republic

INFN Resource Access 6+6

Resource Brokering

Accounting
Datamat Resource Brokering 6+0
S.p.A. Accounting
CESNET Logging and Bookkeeping 4+0

UK-Ireland
CCLRC Information Collection & Retrieval | 8+0
France
CNRS | Test tools support group | 0+2
USA
UChicago UChicago N/A
usc usc N/A
UW-Madison | UW-Madison N/A
JRA3
Northern

KTH/PDC Security Coordinator 1+2
UVA Security group for the National VL and Grid project 2+2
UH.HIP Security Group 1+1
UiB Parallab | Secure software center (Selmer Center). HPC center. 1+1
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The CESNET participant from the Czech Republic appears in Table CC together with the Italian software
cluster, as this cluster will manage the re-engineering of the logging and bookkeeping services.

The US unfunded participation details are not available at the time of the writing, as their own funding is still
being negotiated.

5.C.1.2.1.1 Implementation Group

The Implementation work will be executed by several clusters of engineers, each cluster is responsible for
one or more of the key services that have been identified; a core service will not be split between clusters.
Each of the clusters functions autonomously, constrained on two points:

1. The cluster must demonstrate that the software it selects/produces has passed a functionality test
suite that includes rigorous static and dynamic analysis tests on basic soundness. The chosen
strategy of nightly builds, integration and testing will greatly simplify and streamline this procedure.

2. The software delivered must satisfy all protocol and API constraints specified by the standardization
process described above.

Each cluster is located at only one institute and all members of the clusters are full-time dedicated to their
position and members of a single cluster only.

The Implementation group has its own management structure composed by a manager responsible for the
whole middleware development and each cluster has a leader responsible for the activities within his/her
cluster, who reports to the Implementation Manager. Each cluster also has one architect (participating in the
Architecture Team) having significant experience in deployed software, a system administrator, a
documentation and quality person (participating in the Quality Assurance activity), a security person
(participating in the Security group) and a number of developers dependent on the size of the core services
for which the cluster is responsible.

The chosen clusters have a proven track record in software development for grid infrastructures in existing
projects such as EU DataGrid, DataTAG and NorduGrid.

The Italian cluster has developed the EDG Resource Broker and is a key participant in the design and
implementation of the GLUE schema allowing inter-operability of diverse grid systems. The cluster has also
designed a basic grid accounting infrastructure that is currently being integrated in the DataGrid project.

The UK cluster has been responsible for Information Services of the DataGrid project and has a wealth of
experience with the MDS system. The team has designed and implemented the first GGF Grid Monitoring
Architecture compatible information system, R-GMA, which is currently deployed on the DataGrid and LCG
infrastructures.

The Northern Europe cluster includes members from DataGrid security group and individuals that have
developed the user authorization and local access policy modules. Participants from the NorduGrid are also
involved who have extensive experience in security deployment issues and management concerns for
Certificate Authorities.

The CERN cluster has hosted the technical management for the EU DataGrid and EU DataTAG projects as
well the data management work package of DataGrid that has developed replication tools (such as the
Replica Location Service) in conjunction with the Globus project and experiment-specific grid systems.
CERN also leads the LHC Computing Grid project (LCG) and hosts the LCG integration and testing groups.

5.C.1.2.1.2 Integration and Testing Group

The Integration and Testing group will build and test integrated software releases, and is independent of any
of the implementation clusters. These team members are full-time dedicated to their position and the
Integration team is separated from the implementation clusters to prevent assumptions in implementation
and integration efforts. This implementation/integration split is standard practice in industry.

The Integration and Testing team is also responsible for testing integrated software for scalability, platform
independence and stress resilience.

Both the Implementation and Integration and testing groups will use the code repository, build system and
defect tracking system specified by the Quality Assurance activity. Defects must be raised against
responsible individuals in the Implementation clusters who then manage the resolution of those problems.
Since each service is the responsibility of a single cluster, the assignment of defects is performed by the
leader of the appropriate cluster, who may identify defects concerning the architecture to be addressed by
the Architecture Team.
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The Implementation clusters, operations groups, and the Applications Interfacing activity will provide tests to
the Integration and Testing team. The Quality Group, in consultation with the Implementation, Integration,
Testing, and Operations activities and with the Software Process and Infrastructure project of the LCG, will
define a release process (as illustrated by

Figure 19), the conclusion of which will be synchronised to the deployment cycle, with agreed procedures for
handover. The primary customer of all releases is Operations, which may have its own set of qualification
and acceptance procedures, and may progress a release through defined levels of operational readiness.
Through Operations, Applications are requested to perform further qualification.

Software release for deployment by Operations will also be made available to:

1. evaluation groups in the Applications Interfacing activity

2. members of the Grid community through a open software distribution area. This software is the same
as that deployed by EGEE sites, but the support to these external communities will be on a best-
effort basis.

ieatl Requirements S Specifications Architecture
Users/Applications trategy
Operations —— Design & Planning

Evaluation Implementations
Experience
Inf . Deployment Testing
larming .
Users & Operators | Packaging € SARahen

Figure 19 The “Virtuous Cycle” for EGEE development, emphasizing the steps involved in Middleware
reengineering. The sequence from “Requirements” to “Deployment” represents the steps that are carried out by JRA1,
with assistance of JRA2 and JRA3.

5.C.1.2.1.3 Integration and Testing Team Structure

The Integration and Testing Teams’ activities need to be very well coordinated and so both teams are under
a common management. The Integration team will be located at a single site and will consist of a team
leader, an architect, a quality assurance and documentation person, five integrators, and a system
administrator. The Testing team will be distributed over three sites; one main site will include a team leader,
four testers, and a system administrator; another site will have one system administrator, and the final site is
the Integration Team site, the system administrator here being a shared resource between the two teams.
The system administrators deploy the candidate releases. They diagnose and report installation problems,
perhaps providing fixes for them. Multiple sites are needed to make sure that the integration has not
inadvertently made integration assumptions that are only valid for one site. Three sites is the minimum for
which all basic Grid functionality can be tested.
A tool support group (funded by JRA2) will provide the software configuration, management and build tools
needs for the implementation and integration activities. The tools group will be staffed by:

e Software librarian installing software and tools;

e System administrator for servers support (Developer web, CVS, etc.)

e Methodologies and framework support (QA tools, testing frameworks, etc.)
For a total of two people, that will go to contribute to the existing LCG Software Process and Infrastructure
project, already supporting the LCG projects.
The Integration and Testing teams will be hosted by the CERN cluster which is described above.

5.C.1.2.1.4 Management

The Engineering Management Team (EMT) is responsible for managing the middleware engineering
process, from requirements collection through design and development to integration and maintenance of
the EGEE middleware toolkit. The team will include:
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e A middleware engineering and integration activity manager (middleware manager) as leader of this
team;

e The Chief Architect (responsible for organising the architecture team and reporting its activities to the

Technical Director);

The Manager of the Implementation group;

The leaders of the Implementation clusters;

The Manager of the Integration and Testing team;

A Quality and documentation person.

The EMT is responsible for ensuring that the software clusters follow the architecture and design rules, and
that they adhere to the software engineering process including quality standards.

The overall management structure of JRAL is illustrated in Figure 20

Note that teams funded by JRA2 and JRA3 are anyway reported in that figure, in order to have a complete
picture of middleware activities, as these teams will also be managed by the above-mentioned EMT.

MWare Mgr
Integration Implementation
& Testing Mgr Mgr
JRAT JRAZ
1 Y 1 1 I
2 Toolsmith 1 Test, Mgr 1 Intagr, Mgr 1 Cluster Mgr 1 Cluster Mgr 1 Cluster Mgr 1 Cluster Mgr EMT
A Testers 1 Architect 1 Architect 1 Architect 1 Architect 1 Architect A Team
1 Sys Ademin | 1 Sys Admin 2 Sys Admin 1 Sys Admin | 1 Sys Admin
104 & Doc 104 & Doe 204 & Dec 104 & Dos 1 QA & Doc QA Group
5 Integrators 1 Unit Tester 2 Unit Testers 1 Unit Tester 1 Unil Tesler
3 Developers 14 Developers 5 Developers & Davelopars
Tools: Eac
urity
France . _
Testing: Integration: | Italy Cluster:
LCERN | |CERN Res Brokering +
- - UK Cluster: Resource Access || CERN Cluster: M. Europe Cluster:
Info Collection Aeccounting | Data Mgmt | |Securty

1 Sys Admin 1 Sys Admin
| Site 1Test | | Sile 2 Tesl

Figure 20: Management Structure for the Middleware Implementation, Integration and Testing activities

5.C.1.2.1.5 Interfaces to other activities

This activity contributes several members of the Architecture Team, namely one architect working full time in
the project from each Implementation cluster and one architect working full time in the project from the
Integration group. Each of the implementation clusters plus the Integration team and the Engineering
Management Team has an individual dedicated to quality assurance and documentation, who will participate
in the Quality Assurance activity (JRA2) as well as a security person who will participate in the security
group.

Co-ordination with the Operations activity (SA1) will be performed by the Technical Director through the
Project Executive Board.

5.C.1.2.2 Justification of financing requested

The financing requested by this activity funds the manpower to perform the tasks of which it is composed.
There is clearly a great deal of work to be done in specifying Grid services, designing Grid components,
evaluating existing products, re-engineering software components where necessary, implementing original
middleware where nothing suitable exists, testing, integrating and validating the whole Grid middleware
release. The proposed number of engineers covers a spread of roles and functions and this effort is
organized in a viable lightweight structure, with autonomous teams assigned to clearly defined tasks. The
decomposition of a sizeable activity into smaller teams allows them to be placed in a variety of locations, not
just in the largest of partners as would be required to accommodate a single massive engineering unit.
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5.C.1.2.2.1 Required Effort

The manpower for the whole Implementation group, covering management, design, development and unit
testing and security (funded from JRA3), is estimated as 53 people (funded + unfunded) per year, structured
as four development clusters with composition as described above, among which will be distributed the core
services with the effort described in Table DD. The Integration and Testing group, covering tools, building,
packaging, integration, testing and bug tracking is estimated at 18 people (funded + unfunded) structured in
3 groups composed as described above. The management will be composed of the Activity Manager, the
Integration and Testing Manager and the Implementation Manager. The Architecture Team Chief Architect
will complement this team. The estimated efforts are mostly derived from the experience in the same areas
done within DataGrid and on the maturity in terms of production-readiness that both software components
from DataGrid and from other projects currently show or promise to show in the near future.

Services Effort

Information Collection 8
Resource Access, Resource Brokering and Accounting 22
Data Management 10
Security (JRA3) 11
Integration 9
Testing 7
Tools support 2
Chief Architect 1
Activity Manager, Integration and Testing Manager and 3
implementation Manager

Total 73

Table DD Implementation effort (funded and unfunded) for middleware re-engineering

Summarising we have an estimated total effort of 75 (53 implementation + 16 integration and testing + 2
tools support + 3 management + architect) FTEs per year for the whole middleware re-engineering activities
(including teams funded by JRA2 and JRA3) and we believe that the effort is justified given the high-quality
software and processes required for the project. It is important to remark that this includes the unfunded
contributions from each participating partner that can be considered to be 50% of the required manpower.
Each of the clusters/teams will benefit from un-funded resources provided by the involved partners.

5.C.1.3 European added value

The middleware building blocks from which to create a Grid of the scale and quality targeted by EGEE do not
exist today. What does exist is a set of middleware components from the successful testbed Grid projects
described above that addresses many of the key problems and service requirements so far encountered in
Grid computing. Although conceived in a research environment and implemented for Grids on a different
scale to that which will be created by EGEE, many of these components implement essential core services
through effective technology and are therefore excellent starting points from which to produce the
middleware required by EGEE. However, there is further work required to achieve the goals of EGEE,
namely to construct a pan-European production Grid for eScience, which aspires to a scale and level of
quality of service that has not been attempted by any Grid project.

EGEE will, based on its wide experience of existing Grid, take selected middleware products and re-engineer
them to meet its requirements. Where EGEE selects a software component for use, following appropriate
evaluation, it will be adapted/upgraded/re-configured/re-implemented where this is necessary to meet the
required standards of performance, reliability, scalability, portability and security. This will “harden” adopted
technologies to the level where they can be deployed in a reliable, large-scale, high-availability Grid. In
addition to delivering the components required by EGEE, this brings the further benefit of proving those
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research concepts and technologies adopted by EGEE in a complete Grid architecture conceived with the
operational end-point as its driving force.

The drawing together of re-engineered components will be bound by an extensive and thorough integration
and testing process. This will create a complete and verified Grid middleware of operational quality, in which
the interoperability of its components has been thoroughly demonstrated, to the extent that the whole is
greater than the sum of its parts.

The Grid middleware will be delivered as a deployable software release, which will minimize the need for the
Operations activity of EGEE to perform qualification testing of outputs from the Implementation and
Integration activity, and facilitate the deployment of evolving releases of Grid middleware across a large
infrastructure.

The middleware activity is expected to participate in bodies such as the GGF to ensure EGEE conformance
to international standards being defined, and to help evolve those standards as needed.

Finally, the middleware of EGEE will be available to the Grid research community and other interested
parties to close the feedback loop with the originators of the technologies on which the EGEE Grid will be
based. This will stimulate further development within those communities, but will also build a body of
experience in production-quality Grid engineering that will strengthen the capabilities of European Grid
research.

5.C.1.4 Exploitation of the results

One of the most important EGEE aims is to maintain and extend the good degree of interrelationship
between industrial and scientific partners (like in the EU DataGrid), which is necessary on to avoid
“privatisation” of the expertise gained throughout the project, without jeopardising the commercial potential.

Moreover, the strong accent that has been put by the overall consortium on a production-like organisation
should ensure the implementation of quality requirements that are necessary in order to implement a really
pre-operational service.

JRA1 exploitation objectives are clearly restricted to individual and integrated middleware components. The
exploitation of operational experience gained in using the infrastructure for specific applications is therefore
outside the scope of this section.

5.C.1.4.1 Exploitation strategy and risk analysis

The EGEE proposal is characterised by the declared objective of producing a standardised middleware, or
set of middleware components, which can be openly shared with the industrial world, in view of an uptake
from the market.

For that reason it is important that the partners define as soon as possible their mutual roles in the next
phase. Even if the open-source statement clearly identifies the availability of results for the overall scientific
community, this does not prevent the partners to come into more detailed agreements for the activities which
are outside this scope but are linked to middleware all the same. Middleware certification, applications toolkit
development, support services are activities of such kind that can be pursued also in the logic of public-
private partnership. Divergence between the middleware developed by the project and that being introduced
by industry would represent a significant risk for the long-term viability of the project.

The other fundamental strategic objective is the positioning with respect to the availability of other Grid
middleware components and services. The migration of Globus towards the OGSA paradigm and the
announced availability of commercial qualified solutions from main software vendors has to be carefully
monitored in order to be ready to eventually re-direct project objectives towards solutions of the widest
possible exploitation potential. The risk is that “disruptive” technologies could make parts of the project
redundant.

The last point concerns the market potential itself of middleware, in terms of target classes of users /
customers. As of today the users’ communities that have been traditionally involved in Europe in support of
the specification of Grid middleware are mainly High Energy Physics, Bio-Informatics, Earth Observation like
in EU-DataGrid and Medical Simulation and Environment like in EU-CrossGrid. Further to those, there are
some experiences of other thematic disciplines, including industrial sectors such as automotive, aerospace,
pharmaceutical, which however have been involved more in the experimentation phase using the available
middleware than in issuing new requirements. It is therefore crucial, for the widest possible uptake of the
middleware, to consolidate from an engineering view point what already exists, but also to consider potential
priorities from these additional sectors through an important dissemination activity. Lack of adequate
communication with the private sector is a further risk for the project.
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In synthesis, the exploitation strategy is based on the following parallel actions:

defining Partner’'s mutual roles, obligations and responsibilities in the Consortium Agreement and further
refining them according to the evolution of the project and of the external context;

performing those engineering activities required to qualify project results for an operational, and
potentially commercial, context;

carefully watching technology evolution, both as an obvious driver of cost reduction, and in terms of
market positioning;

implementing preliminary business-case analyses to understand the potential return of investment and
the identification of a related institutional scenario among partners;

5.C.1.4.2 Exploitation planning

A clear activity that shall be carried out during the whole project cycle shall concern the exploitation planning.
This will address the following major points:

Business objective and its management;
Definition of technology, products and services;
Market and main competitors;

Competitive business strategy;

Selling forecast and financial data.

The exploitation plan will take into account three main stages of expansion with specific near-term, medium-
term and long-term objectives:

Near-term shall correspond to a period between the start of EGEE project activities and the end of the
project itself. During these 24 months (2004-2005) the main objective is to develop and validate the
refined components with the key users (HEP, BIO, etc.)

Medium term shall correspond to a period beginning with the end of EGEE project and ending after 2
years (2006-2007). The main objective will be:
o the installation and pre-operational demonstration of the resulting middleware at selected end-
users test sites,
o the continuous technological evolution follow-up.
The final stage shall correspond to the commercialisation of the final products to the largest customer
community.
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5.C.1.5 Summary

Activity number : | JRAL Start date or starting event: | Project Start
Participant: 1 4 16 30 31

CERN CES | CCLR | DATA INFN

NET | C MAT

Expected Budget 3119 300 | 1138 1176 1450
per Participant:
Requested Contribution 3119 150 | 569 588 1450
per Participant:

Objectives

e Provide deployable, robust middleware components for the core Grid services

e Integrate grid services to provide a consistent functional basis for the EGEE grid infrastructure
¢ Verify the middleware forms a dependable and scalable infrastructure that meets the needs of a large,
diverse eScience user community

Description of work

In an annual cycle perform the following tasks:
o Define overall architecture for grid services

Design individual grid services within the framework of the overall architecture
Re-engineer components to provide implementations of defined grid services
Integrate grid services
Test grid services and deliver high-quality software release and associated document to operations
activity (SA1)

Deliverables

DJRAl1.1 M3 CERN (Document) Architecture and Planning (Release 1)

DJRAL.2 M5 CERN (Document) Design of grid services (Release 1)

DJRAL.3 M12 CERN (Software) Software and associated documentation (Release 1)
DJRAl1.4 M14 CERN (Document) Architecture and Planning (Release 2)

DJRA1.5 M15 CERN (Document) Design of grid services (Release 2)

DJRA1.6 M21 CERN (Software) Software and associated documentation (Release 2)
DJRAL.7 M24 CERN (Document) Final report

Milestones'” and expected result

MJRAL.1 M3
MJRA1.2 M3
MJRA1.3 M5
MJRA1.4 M9
MJRAL.5 M10

Tools for middleware engineering and integration deployed

Software cluster development and testing infrastructure available

Integration and testing infrastructure in place including test plans (Release 1)

Software for the Release Candidate 1

Integrated Release Candidate 1 enters testing and validation period (Release 1)

' Milestones are control points at which decisions are needed; for example concerning which of several

technologies will be adopted as the basis for the next phase of the project.
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MJRAL.6 M18  Test plan for core Grid components and overall Integration (Release 2)
MJRAL.7 M19  Software for the second release candidate available

MJRAL.8 M20  Release Candidate 2 enters testing and validation period (Release 2)

The successful completion of these milestones will result in reliable production-quality grid services that
together form a dependable and scalable software infrastructure that meets the needs of a large, diverse
eScience user community.

Justification of financing requested

Approximately € 6 Million will be required over two years to re-engineer, integrate and deploy high quality
middleware. This cost compares well with the experience of current R&D Middleware development projects.
This activity will connect to R&D oriented EU supported initiatives expected with the next IST calls and in
particular with the call on GRID-based system for solving complex problems. EGEE once established will
offer in fact an ideal test bench for these future projects and benefit in turn from novel solutions and tools.
The same will be true with IT industry such as those listed in Table 1b, which have decided to participate to
the project unfunded.

The financing requested by this activity funds the manpower to perform the work of specifying Grid services,
designing Grid components, evaluating existing products, re-engineering software components where
necessary, implementing original middleware where nothing suitable exists, testing, integrating and
validating the whole Grid middleware release. This work must be done on an annual basis and support is
required to ensure a rapid response to issues found during deployment.
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5.C.2 Activity JRAZ2 - Quality Assurance
5.C.2.1 Scientific and Technological excellence
5.C.2.1.1 Objectives and originality of the joint research activity

EGEE aims to provide a production-quality infrastructure integrating a large number of software components
provided by different, geographically distributed organizations. The fifth framework Grid projects, notably
DataGrid, have defined and deployed the latest generation of Grid software. Building on this work and the
experience acquired, EGEE will provide to the Grid applications an environment based on production quality
software and facilities available around the clock. The highest priority will be to deliver a system with high
quality characteristics, and so a programme of quality assurance is a crucial part of EGEE.

Quality assurance in EGEE is the planned and systematic set of activities that ensure the processes,
products and operation services conform to EGEE requirements, standards, procedures, and to the required
level of services. Quality Assurance will be a very practical activity and an iterative process with the
continuous improvement of the standards or procedures in order to improve the global quality system.

An initial step in defining the QA activity is to select and prioritise the quality objectives that are important in
the context of the project: system Reliability, Maintainability, Usability, Efficiency, Portability, Interoperability.
The next step is to define quality standards and quality metrics that meet the quality objectives and which
enable quality evaluations to be performed.

Quality assurance will be present right from the start in all activities within the EGEE project and integrated in
each project activity (management, middleware, operation and assurance), in order to enable the production-
quality operations of an international Grid infrastructure. QA materials, standards and procedures provided
for DataGrid and LCG will be re-used and adapted to the EGEE context. The basic tools, such materials as
documents templates, will be defined in time for project startup.

Commonly accepted international business practice standards dictate compliance with quality management
such as the 1SO 9001. The EGEE QA activity is inspired by such international standards to provide a
structured approach to quality management, and an effective tool for describing and implementing reliable
and well-managed Grid services.

In the EGEE QA activity is the definition, implementation and measurement of quality indicators in a Grid
environment. The quality and performance indicators defined for the DataGrid project will be a good starting
point.

The other main innovation concerns the establishment of a quality organisation adapted to the widely
distributed aspect of the project (teams and resources). The quality organisation proposed and described in
detail in following sections is composed of:

e A Quality Assurance Management team (QAM): The role of the QAM is to define for the relevant
activities the overall standards, procedures and metrics; to make sure they are applied; to evaluate
metrics; to report and to propose progress factors.

e A Quality Assurance Group (QAG): The Quality Group is composed of QA representatives from each
activity. The main role of QA representatives is to ensure that quality measures as agreed are
applied inside their activity group. The execution of the verification and testing activities is the
responsibility of the individual activities. The QAM coordinates the QAG.

e Dedicated testing teams under JRA1l (middleware tests and integration), NA4 (Applications
Validation), SA1 (Operations Grid Validation).

¢ A dedicated Methodology and Tools support team hosted by JRA1.
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5.C.2.1.2 Quality Assurance for EGEE

Quality Assurance is the planned evaluation of the adherence to software and operations product standards,
processes, and procedures. It ensures standards and procedures are established and are followed
throughout the project life cycle. It defines the quality criteria by which the services provided by EGEE can be
evaluated and measured as well as clear procedures to define and monitor services (computing service,
documentation, users supports etc.) within operations. This activity consists of the regular monitoring of the
application of the standards through actions such as: verification of documents, participation in reviews and
audits, follow-up of corrective actions and the analysis of quality indicators, users satisfaction enquiries.

5.C.2.1.3 Standards and procedures

The existence and validation of quality standards for Grids is a critical factor for the wider acceptance of Grid
services and infrastructures by industries and businesses.

The main standards and procedures that will be put in place are listed here:

Document management procedure and document templates

EU deliverables procedures

EU Quarterly and annual reporting procedure and EU report templates

Design standards

Coding standards, naming conventions, internal code documentation standards, test plan templates
and manual style guides

Release policy

e Tests and validation procedures

Verification procedure (VV: Verification and Validation activities and associated check list) to be
performed during all phases of the project life cycle

Formal inspection and audit plan and procedures

Metrics definition and monitoring procedures

Configuration management procedures

Non conforming action procedures

Security Assurance procedures of ensuring that security and integrity requirements are satisfied
during all phases of the software life cycle. This activity is related to the JRA3 goals, and the security
tests could become part of the verification and validation tests and be executed in a similar manner.
e Risk procedures

e Supplier and Subcontractor control procedures

More information specific to EGEE Operations is given below:

5.C.2.1.4 Quality Assurance for EGEE Grid Facilities Operations

EGEE will introduce, deploy and evaluate innovative processes, instruments, standards, and best-practices
for the Quality Assurance of Grid infrastructures.

Basically the EGEE quality assurance regarding operations will be centred on:

Establishing plans and guidelines to ensure adequate levels of service

Defining monitoring and accounting requirements for the Grid facility systems and services
Specifying the adequate levels of training and skills for technical personnel

Define the quality metrics by which the Grid facility operation should be evaluated

Performing acceptance tests on new sites prior to their insertion in the production Grid facility
Certifying large core data centres. Verifying the Grid facility operation quality level.

The EGEE operations QA will help produce plans and guidelines aiming to set the standards and procedures
to be followed in the day-to-day operation with the objective of improving the quality of the services provided.
The plans and guidelines will be established in close cooperation with the groups that will implement them.

Page 171 of 212



SEGG

Enabling Grids for
E-science in Europe

508833 29/01/2004

5.C.2.1.5 Monitoring and accounting Quality for Grid operations

The objective of the Grid facility services monitoring will be to detect possible service deployment problems
and middleware failures. Monitoring will cover the Grid facility services availability, behaviour and
performance. The network services will also require monitoring in order to verify whether they comply with
the service level agreements, to understand how the network capacity is being used and thus identify
possible bottlenecks and to identify whether problems noticed at the middleware and application layers are
caused by network problems. Monitoring tools must be able to produce detailed historical reports about
detected events.

Accounting systems will be deployed in all possible components so that their behaviour can be measured. A
system to collect the accounting information from the Grid facility and consolidate it into a database must
also be developed. These requirements must be provided to all groups developing or maintaining
middleware components since they are crucial in evaluating the behaviour of the Grid facility and the
implementation of a system of metrics.

A set of metrics to correctly evaluate the Grid facility operation must be identified. This is a complex task
since metrics measuring the Grid facility services behaviour will be influenced by a number of factors some
of them external to the project such as some middleware components or the network services. The Grid
facility will be built for the users, and therefore it is essential to obtain their opinion about the Grid facility
software and services.

5.C.2.1.6 Metrics for Grid Operations

The operations QA will help specify the adequate levels of training and skills required for the Grid facility
technical personnel in order to assure proper Grid facility operation. The QA should then verify whether
adequate training is being provided to all relevant technical personnel including helpdesk support
technicians, system administrators and operators.

Crosschecking enquires with the metrics will provide a more complete view of the Grid facility operational
issues. The enquires can also identify issues that can pass unnoticed in the metrics evaluation. They can
also help establish new metrics or identify components that need to be improved.

5.C.2.1.7 Verification of Grid Operations

Part of the EGEE Quality Assurance system must be a team dedicated to support the validation of new sites
and services. New sites and services will require a careful and methodical configuration validation prior to
their acceptance in the Grid facility. In this context benchmarking tools will be used to evaluate the site and
services performance.

Support centres and large core data centres will require a more thorough certification. The large
infrastructures that will provide the core computing, storage services and support services will require a
thorough verification through an audit covering all aspects of its operation and functionality. These
certifications aiming to pinpoint possible operation/functionality issues or deficiencies will be repeated
regularly and whenever the site metrics drops below the minimum quality level accepted.

5.C.2.1.8 Software Quality Engineering

This activity will encourage and support sound Software Engineering techniques in the definition and
development of the software, by making available and supporting tools and methodologies to enhance and
unify the work of the components, software and operations, of the EGEE project.

The JRA1 Methodology and Tools Support team supports this activity. This team will provide the tools
needed by the JRA1 activity (software configuration management and build tools, developers web, testing
framework, specifications and design, compilers, programming and debugging, auto documentation, etc.)
and QA tools like bug tracking, quality reporting tools, statistical analysis, document management, coding
rules checking tool. The complete list of tools supported will be confirmed by the MJRAL.1 milestone: Tools
for middleware engineering and integration.
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5.C.2.1.9 Tests and validation process

The schema shown in Figure 21 below summarizes the tests and validation process proposed for the EGEE
project. Tests and Validation activities are crucial for EGEE. Dedicated testing teams are provided within the
following activities:

« JRAL (middleware): One testing team and one integration team

e SAl (Operations): Team dedicated for the Grid Validation

« NA4 (Applications): Team dedicated to Application tests, mainly to develop and perform test

cases corresponding to the use cases and a set of typical applications.

Quality group (QAG) representatives will make sure this process will be followed inside each activity and that
the input and output from each step conform to the required quality level. The check-lists for VV (Verification
and Validation) to be performed during all phases of the project life cycle will be a key tool for this purpose.
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Figure 21 EGEE Tests and Validation process
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5.C.2.1.10 Release strategy

In order to deliver quality software and services in a stable environment for the EGEE users new versions of
the software will be regularly released as shown in Figure 22 below:
e Development Releases. Installed on special development computers. Available to all the EGEE
developers that need to run their tests.
e Public Releases. They will be available to any qualified EGEE site that wants to provide Grid
services to the users. At any one time there will be one public production releases and one
candidate release.

Development Releases Public Releases
EGEE ______+___+ _____ 4 +_._ EGEE
Developers Users
Alpha  Beta Gamma Candidate Production
Version N _.+__4__.. _____ .+ _____ R

Version N+1 _‘_+H_H_,+_um_‘ mmmmm .+ mmmmm +H_.,_

Figure 22 EGEE Software Release Scheduling

Production releases will be installed progressively on the public Grid nodes available to the EGEE users.
Candidate releases will be available to the site administrators. They will want to install them on some Grid
nodes for local testing and to allow testing of users applications before the release becomes a production
release.
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5.C.2.2 Execution plan of the joint research activity

The following tables describe (1) the execution plan of the Quality Assurance activities of the project and (2)
the deliverables of the project.

Table EE Execution Plan of JRA2

TASKS Internal Artifacts

Initialisation Tasks

Task 1.1 Provide Project Quality Plan — (PM 1 to 4) PQP and related annexes

Task 1.1.1 Define Quality objectives

Task 1.1.2 Define Standards and guidelines

Task 1.1.3 Define Metrics

Task 1.1.4 Define the review and audit plan

Task 1.1.5 Define the problem resolution and corrective action

Task 1.1.6 Define the test and validation process

Task 1.1.7 Define main tools, technigues and methodologies

Task 1.1.8 Describe the configuration management principles

Task 1.1.9 Describe the Supplier and Subcontractor control process

Task 1.1.10 Initialize the operations plan

Task 1.2 Provide internal QA website - (PM 3 to 5) Internal QA website

Task 1.3 Prepare and provide the initial training (QA principles, standards, | PM7: Provide Training
tools, methodologies, etc.) — (PM 5to 7)

Recurrent tasks

Task 2.1 QA activities (PM 1 to 24) Quarterly report on QA

Task 2.1.1 QA overall activities activities and measurement

Task 2.1.2 QAG coordination

Task 2.1.3 Quality metrics centralization and analyses

Task 2.1.4 QA dissemination

Table FF Deliverables of JRA2

Month | Deliverables Item
& Milestones

M04 | DJRA2.1 (CSSI) Quality Plan for EGEE

MO5 | MJRA2.1 (CSSlI) Internal QA website deployed (Milestone)

M12 | DJRA2.2 (CSSI) Annual Report on EGEE Quality Status, including software
and Grid operations and plans for the second year.

M24 | DJRA2.3 (Cssl) 2" Annual report on EGEE Quality Status, including software
and Grid operations

5.C.2.3 Quality of the management

5.C.2.3.1 Management and competence of the participants

The activity will be lead by a Quality Assurance Head responsible for the overall quality of the EGEE project
and adherence to the quality goals of the project must be an essential goal of the project stake-holders and
activity leaders.

The QA Head must be a manager with software engineering experience, working full time for EGEE,
supervising all the QA related activities, in the QA groups and in the different activities. She/he makes sure
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that QA satisfies the needs of the users. The individual must also spend considerable time fostering the
usage of sound QA in the management and development of the other EGEE activities.

The QA Head sits on the Project Executive Board to supervise the project quality evolution and has the
authority to act with the activities for all issues concerning QA of the full EGEE project.

The quality organisation is composed by:

e A Quality Assurance Management team (QAM): QAM is composed of the QA head and two quality
engineers. The role of QAM is to define with the activities overall standards, procedures and metrics;
to ensure they are applied; to evaluate metrics; to report and to propose progress factors. QAM
coordinates the Quality Group composed by QA representatives from the activities.

e A Quality Assurance Group (QAG): The Quality Group is composed of the QA representatives from
the activities. The main role of QARs is to make sure that quality measures as agreed are applied
inside their activity. The execution of the verification and testing activities is the responsibility of the
individual activities. The QAG is coordinated by the QA head and will meet monthly.

In detail the QAG is composed by:
e The middleware manager
One QAR from each implementation clusters
The QAR from the integration team
One representative from the Methodology and Support Tools team
The operations manager, one representative for CIC and one representative for ROC
One representative from the applications
One representative from security and network activities

Every activity should have a Quality Assurance Representatives (QAR) 50% FTE dedicated to quality
assurance: one person acting as interface to the QAG. Another 50% per should be devoted to
documentation and testing activity.

The QA organisation and composition of the QAG is shown in the figure below.

QA Related Activities
Dedicated
Quality Assurance Head Testing / Validation
(CSSI) - JRA2 teams
T JRA1, SA1, NA4
Methodology
Quality Assurance and Tools
Management Team support team
(QAM) — JRAZ JRA1
Quality Group (QAG)
Middleware Operations Applications Security / Network | Methedology and
QA Responsible{s) QA Responsible(s) | OA Responsible(s) | | QA Responsible(s) |Tools support team
JRAT SA1 NA4 JRAZ/JRAS Representative
JRA1T

Figure 23 EGEE QA organisation

An important effort for the test activities is provided directly by the activities. Dedicated testing teams are
provided within the following activities:
« JRAL (middleware): One testing team and one integration team
e SR1 (Operations): Team dedicated for the Grid Validation
« NA4 (Applications): Team dedicated to Application tests, mainly to develop and perform tests
case corresponding to the use cases and a set of typical applications.
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The activity participants will leverage on current experience in QA including industrial experience and large
software projects of comparable scale such as EU FP5 DataGrid and the LHC Computing Grid (LCG) at
CERN. In particular, the templates and QA procedures developed with the EU DataGrid project have been
adopted by other EU FP5 projects such as CrossGrid and DataTAG.

Table GG Effort (Funded and unfunded) for the Quality Assurance JRA2 activity'®

JRA2
_ Quality Assurance activity Professional FTE
Participant (Quality Assurance Management team) (EU funded +
unfunded)
France
Cssli Quality management and coordination. Quality 1+0
Assurance Head in the Project Executive Board.

CNRS Quality standards, procedures and verifications 2+0

CSSl is a service provider company in the integration and operation of secured intercommunicating IT
infrastructures and in the development of scientific, technical and embedded applications. CSSI is
responsible for GEANT network operation, with expertise in deployment, quality, operation and security
issues. CSSl is also responsible for the Quality Assurance activity of the EU DataGrid project.

CNRS played a major role in DataGrid in particular concerning integration, deployment and operation
activities.

5.C.2.4 Justification of financing requested

The QA Head, and the QAM team will need to travel for a part of their time in order to personally verify the
quality of the different groups at their host locations and to collect feedback and recommendations from
them. As much as possible these activities will be done using remote communication and video conferencing
but personal contact will be fundamental. Therefore an adequate budget for travelling should be included.

In general there must be a global investment in Quality of at least 10% of the human and financial resources
(including the QA resources inside the activities).

The QA Head can ask external consulting and audit activities to be performed on the project for a total of six
man-weeks per year. This will provide external and objective recommendations and assessment of the work
of the quality team and of the EGEE project in general.

5.C.2.5 European added value

The Quality Assurance activity for EGEE will use existing standards and consolidated practices.

The usage on the large scale of software development best practice will contribute to train a community of
software developers.

The definition and the exploitation of the “Quality of Service” in the context of EGEE represent a significant
step forward in Grids-empowered distributed infrastructure. EGEE will introduce, deploy and evaluate
innovative processes, instruments, standards, and best-practices for Quality Assurance of Grid
infrastructures.

The existence and validation of quality standards for Grids is a critical factor for the wider acceptance of Grid
services and infrastructures by industries and businesses.

5.C.2.6 Exploitation of results

The results of the Quality Assurance activity will be exploited via the main technical activities of the proposal,
namely grid operations activity (SA1) whereby eScience communities will be given access to verified, high-
quality grid service infrastructure by way of production quality grid middleware (JRAL).

The advances made in the field of quality assurance will be exploited via the deliverables of this activity
(DJRA2.1/2/3) which will be made available to related EU projects as has been the case with the QA
deliverables of the EU FP5 DataGrid project.

'® The separation between “Funded” and “Unfunded” depends on the accounting model chosen by each
partner. For Full Cost (FC and FCF) model partners, the funded effort is reimbursed at 50%.
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5.C.2.7 Summary
Activity number: JRA2 | Start date or starting event: | Project start
Participant: 22 23

CNRS CSSI
Expected Budget 400 K 400 K
per Participant:
Requested Contribution 200 K 200 K
per Participant:

Objectives

Foster the production and delivery of quality Grid software and operations. Provide to the Grid
applications an environment based on production software and facilities of certified quality.

The programme of Quality Assurance is a crucial part of EGEE and it must be put in place to
ensure the production and delivery of adequate Grid software and Grid services.

Description of work

The QA Management Team will be in charge of producing and supporting:
General Project Quality Plan
Definition and monitoring of standards and procedures
Measurements and metrics for all Activities
QA tools (bug tracking, quality reporting tools, statistical analysis, etc.)
Audits and reports, for all Activities
Organization of training on the QA and procedures
Coordinating the Quality Group
A Quality Group composed by Quality Assurance Representatives (QAR), one per activity
group
Dedicated to quality assurance inside the activity group
Acting as Interface towards the QAM

Managing and completing the group’s documentation and testing activity.

Deliverables
DJRA2.1 PM 04 (CSSI) Quality Plan for EGEE

DJRA2.2 PM 12 (CSSI) Annual Report on EGEE Quality Status, including software and
Grid operations and plan for second year

DJRA2.3 PM 24 (CSSI) 2" Annual report on EGEE Quality Status, including software and
Grid operations

Milestones'® and expected result
MJRA2.1 PM 05 Internal QA website deployed

This activity will produce a quality assurance framework for the whole project encompassing
the principle activities of software re-engineering and grid service operations.

!9 Milestones are control points at which decisions are needed; for example concerning which of
several technologies will be adopted as the basis for the next phase of the project.
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Justification of financing requested

France (CNRS and CSSI): CNRS will fund 1 FTE and will provide 1 FTE unfunded. CSSI will
fund 1 FTE. The human and financial request is necessary in order to achieve an adequate
quality at least 10% of the resources must be invested in Quality assurance activities
(including the QA resources inside other activities).
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5.C.3 Activity JRA3 - Security
5.C.3.1 Scientific and Technology excellence

5.C.3.1.1 Objectives and originality of the joint research activity

EGEE proposes to create a pan European scale Grid, focused on enabling many different types of eScience
applications that make use of an underlying services infrastructure that must be secure, reliable and
manageable. EGEE will construct an integrated and scalable infrastructure that must facilitate various
different types of applications and access patterns — ranging from single transactions to long lived batch jobs
— and that uses different access methods. Security must be included in the architecture from the start, and
not inserted in at a later point. Moreover, it must be a distributed activity, i.e., present in all activities. The
security group described here will define a Security Framework and Architecture and a set of high-level
policies that will act as guidance to the other activities. It ensures consistency and makes the most visible
value-adding service of the Grid, transparent security and single sign-on, available to all other activities.
In parallel to and independent of the EGEE effort, several projects are underway aiming at wide-scale
deployment of IPv6 in Europe. However, the middleware deployed at the start of EGEE will have
dependencies on IPv4, and in some cases IPv6 may not even be supported. The JRA3 activity must ensure
that recommendations and applications are written so that such dependencies on IP protocol version are
minimised.
The security architecture will be based on requirements from both Grid users and suppliers, and this activity
will define and validate the EGEE security architecture in line with these requirements. It is perceived that a
number of security related tasks will be especially challenging when implemented to work across national
boundaries and over a wide-ranging geographic area. Many of those tasks need immediate attention,
although none are blocking the initial deployment of a Grid at open scientific organisations. To date, the
following areas have been identified as being on the critical path for large-scale deployment:

e Basic Security Policy and Incident Response;
CA Trust Establishment and Policy Management;
VO Definition, Rights Delegation, and Scalability;
OGSA Web Services Security and site service access, control and auditing;
Site Usage Control and Budgeting;
Secure Credential Storage.

In the following, we list the areas, which will require EGEE activity to reach the maturity level to allow Grid-
empowered production services to be deployed across an international community.

It is explicitly foreseen that the requirement gathering and the implementation of the architecture and
framework will identify further areas. In particular, the level to which the mentioned open issues can be
addressed within the first 2 years described in the work programme will be sufficiently comprehensive to
support an industrial-level Grid that will emerge in the future. Based on the architectures developed in the
present programme subsequent specific action areas will be identified.

5.C.3.1.2 Basic Security Policy and Incident Response

Malicious users will certainly be strongly attracted by the enormous computing power made available by the
Grid. Strong emphasis will thus be given to such topics as management of security incidents and intrusion
detection since in a Grid environment the security in one site can be compromised by events in other,
apparently unrelated, locations. For this reason — and to avoid to further increase the burden on the local site
managers — EGEE-wide response teams will coordinate the above activities. It is therefore vital that a
common methodology for characterizing and correlating incidents in a distributed system is drafted and
deployed early on.

Common incident handling procedures will be designed that address the threats posed by current and future
network and host intrusion methods. Sites joining EGEE must adhere to these incident response procedures
that will be described in the Security Procedures document. By aggregating information from the Grid
Operation centres, the security procedures document will be iteratively revised so as to better respond to
new kinds of incidents and intrusion techniques.
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5.C.3.1.3 CA Trust Establishment and Policy Management

A European Grid Policy Management Authority is a prerequisite for running a Grid infrastructure both in
Europe and worldwide. For establishing a common trust in electronic user identities, the Grid Security
Infrastructure relies on trusted third parties, called Certification Authorities (CA) in a Public Key Infrastructure
(PKI) environment. It is therefore essential that a network of CA'’s is established and maintained in Europe,
and that sufficient trust emanates from this group of CA'’s, based on a commonly agreed set of requirements.
The following goals will thus be pursued:

e The continued operation of the CA Coordination Group - currently sponsored by the FP5 DataGrid
project - and affirmation of this group as the European Grid Policy Management Authority (PMA);

e The introduction of on-line validation methods for long-term credentials issued by the participating
Authorities;

e Foster the creation of a GGF-related body for global trust interoperability;

e Further study in the scalability issues involved in extending a de-centralized body of CA’s across
Europe without sacrificing local authentication capabilities - including the automation of trust
evaluation;

e Knowledge transfer from the current European Grid CA operations group to new operational CA
centres within the project consortium.

5.C.3.1.4 VO Definition, Rights Delegation, and Scalability

The Virtual Organization (VO) — an abstract entity grouping Users, Institutions and Resources (if any) in a
single administrative domain — is one of the central concepts of the Grid environment. Current technology
offers support for rather static and large communities. The assignment of access rights is separated into two
parts: local resource administrators grant rights to the VO as a whole, while VO administrators grant them to
individual members of the community.

In addition to this paradigm, the European Research community includes many scientists that require
collaboration and Grid computing in a more short-lived environment. We think it is vital to explore the
feasibility of small (even only two people), short-lived (of the order of few days) and unforeseen (dynamically
discovered) VO's. The goal would be to provide a very fine-grained authorization control mechanism, and
where applicable based on global standards.

5.C.3.1.5 OGSA Web Services Security and site service access, control and auditing

This area will be concerned with defining security architectures that controls access to Grid resources.
Access control architectures include access request, access enforcement and access decision functions.

To implement a site access control policy the site administrator has to configure the Grid services she runs.
In a production environment it is important that the method of configuration stays stable and well
documented, so the administrators do not have to reconfigure their system at each software upgrade.
Therefore it is an important part of this project to adhere to standards in this field (e.g. XACML, SAML, etc.)
and we will influence them as needed for the success of EGEE.

Access requests must be allowed to originate from various types of devices. Access enforcement may be
implemented at various levels ranging from the networking layer, through site-specific techniques (e.qg.
Kerberos), up to the application layer.

Access decisions are typically based on policy decisions involving the user identity and user role. Decisions
can be made for a current timeslot or a future timeslot (advance reservation). Access decisions bind
resources to an identified user for a given amount of time or usage quantity. The binding process will involve
one or more stakeholders that may or may not have established trust relationships. Therefore this part of the
work will consider existing and upcoming security architectures including Rules Based Access Control
(RBAC) systems, Authentication, Authorization and Accounting (AAA) systems and OGSI based security
mechanisms. It will consider security architectures that will allow various existing Authentication mechanisms
to be used in parallel (e.g. PKI or Kerberos based).
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5.C.3.1.6 Site Usage Control and Budgeting

This area will be concerned with the control of usage of resources, once access to them has been
established. This includes interfaces to traditional Usage Control mechanisms such as quotas and limits, and
also the extraction and recording of usage for Budgeting, Accounting and Auditing purposes.

The usage limits specified by the security architecture will be capable of being mapped onto a variety of local
and operating system-specific limit mechanisms. This will accommodate usage quotas owned either by
individuals or by VO's, and specified both in site-specific or Grid-wide protocols. This will include the ability to
allow enforcement of quotas across a set of distributed resources.

The site's Usage Control system and its Grid interface also provide the most convenient place to collect
usage data, for Accounting and Auditing purposes. We will make this information available to central Auditing
services elsewhere on the Grid using standard protocols that we will co-define in the GGF Usage Record
and Grid Usage Service working groups.

5.C.3.1.7 Secure Credential Storage

A problem which hasn’t been addressed satisfactorily by Grid projects to date — and which is fundamental in
the switch to a production environment — is the conservation of the personal credentials in a secure way
(they are usually stored on a desktop or laptop system and their protection is often left to the mechanisms of
the operating system only). This already inhibits the acceptance of Grid technology in the world and will be
one of the most pressing issues in the EGEE start-up phase. Moreover, portability problems must be
addressed. At least the following methodologies will be investigated:

e hardware tokens like smart cards, key buttons, USB tokens;

e portals and online credential/delegation repositories like Genius and MyProxy;

e on-line CAs that generate a short-lifetime certificate based on a local authentication (e.g. Kerberos).

5.C.3.2 Execution-plan of the joint research activity

The tasks of this activity have one common goal: enabling the deployment of production-quality Grid that
includes resources and applications that are security-conscious and handle sensitive information. The
execution plan detailed below covers only the initial period of 2 years. It is expected that tasks will be added
as the Grid matures, and more advanced services, like secure time stamping, verifiable confidentiality and
integrity, are required. These will be implemented in the follow-up component to EGEE.

Plan for first 15 months:

e Project start: The detailed planning of the management structures and functions described in this
section will allow the project to become quickly established. To ensure a quick start-up phase, we
intend to have all staffing in place by the start of the project. We intend to make sure that our initial
plans are well advanced at the start of the project.

e PMa3: the first two milestones are at the end of project month 3: first, a completed users requirements
survey will help to further refine the distribution of effort over action lines; and second, the set up of
the Policy Management Authority (PMA) for European CA’s. The PMA will also liaison with extra
European CA’s as necessary.

e PM6: at the end of project month 6, two more milestones have been met and the first deliverable is
completed. The first milestone is a manual with initial recommendations for OGSA SEC
reengineering. The second is a document for security operational procedures and incident handling
and a common Grid incident format. The deliverable is the initial Global security architecture
document.

e PM9: at the end of project month 9 the site access control architecture document will be delivered as
well as a milestone recommendations document for secure credential storage.

e PM12: based on experience gained since PM6 a first revision of the security operational procedures
will be ready. A second milestone is a document describing a framework for the policy evaluation
accepted in GridPMA policies and the determination of CA service authorities for EGEE.

e PMA15 the first revision of the Global security document will be well under way. It will be delivered at
the end of PM16.
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Table HH Deliverables for Security activity

Month | Deliverable or Item
Milestone
3 Milestone Completed user requirements survey defines effort redistribution over action
MJRA3.1 lines.
3 Milestone Set-up of the PMA for European CA’s and liaison with the corresponding extra
MJIRA3.2 European ones (document + standing committee)
Milestone o . . .
4 OGSA SEC service initial recommendations for reengineering (manual)
MJRA3.3
Deliverable ) )
5 Global security architecture (document)
DJRA3.1
6 Milestone Security operational procedures and incident handling, definition of a common
MJRA3.4 Grid incident format (document)
Deliverable ) )
Site access control architecture (document)
DJRA3.2
9
Milestone ) )
Secure Credential Storage procedures (recommendations document)
MJRA3.5
Milestone . . . .
Security operational procedures (first revision) (document)
MJRA3.6
12
Milestone Framework for policy evaluation accepted in GridPMA policies and
MJIRA3.7 determination of the CA service authorities for EGEE (document)
Deliverable . . ) .
16 Global security architecture (first revision) (document)
DJRA3.3
Milestone . . .
Security operational procedures (second revision) (document)
MJRA3.8
18
Milestone ) ) o
Set-up of accounting techniques and distributed budgets (document)
MJRA3.9
Deliverable o
24 Assessment of security infrastructure (report)
DJRA3.4
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Month | Deliverable or Item
Milestone
Milestone . . . .
24 Security operational procedures (third revision) (document)
MJRA3.10

The security operational procedures document will include the necessary security procedures to qualify
centers. It will also define guidelines and test suites for the software.

The EGEE Quality Assurance (JRA2) activity will use these deliverables as a part of the software quality
assurance process.

5.C.3.3 Quality of the management

5.C.3.3.1 Management and competence of the participants

The actions required within the security group by definition cover a wide range of expertise. It is also well
known that software re-engineering is most efficiently done in a tightly organised group of dedicated persons.
Therefore, area experts in the security group should be located at a single place, and where applicable also
be co-located with the associated software re-engineering team (following the same pattern of the re-
engineering groups from JRAL).

To ensure a consistent EGEE security architecture and interoperable security components, the staff in this
dedicated security activity requires its own internal structure, including internal meetings. Given the breadth
of security areas that must be addressed, it is foreseen that the individual activities may be located at
specific expertise centres, where a specific focal point exists to coordinate and manage the work (located
with one of the large expertise groups).

The overall purpose of the JRA3 activity is to "propose, implement and monitor the project’s security
architecture." The overall software development process described by JRAL is also adopted by JRA3 (see
Table Il). The security head leads the whole activity and is a member of the PEB (see NA1, JRA1) as well as
the architecture team. The responsibility of day-to-day project management that deals with the activity is
delegated to the cluster manager. Given the prior collaborations between people in JRAS, the role of cluster
management and security architect has been merged. In the other clusters of JRAL (see Figure 4 of JRA1)
there is a role dedicated to "security” which parallels the arrangement with a dedicated "unit tester" role. The
security head animates this group; thus the security head works horizontally among the other JRA activities,
while the cluster manager works more vertically within JRA3.

At start-up phase, one of the participants in JRA3 will work in close contact with the software re-engineering
teams in JRA1 on the implementation of best practices and to evaluate legacy software.

The effort is evaluated in 12 FTEs per year, as shown in Table Il below, due to the wide range of
competences and the need to support many diverse activities/groups within EGEE. For certain actions,
people not specifically allocated to the JRA3 activity may be asked to act on a temporary basis as
consultants.

Page 184 of 212




SECG

Enabling Grids for
E-science in Europe

508833 29/01/2004

Table Il Manpower and geographical focal points for security activities

Security Head Fredrik Hedman, Stockholm

4 software engineers:

Cluster Manager and 1 person, Stockholm
Software .
Architecture
Development Cycle :
Team Sys Admin 1 person, Bergen
QA and doc 1 person, Amsterdam
Unit Tester 1 person, UH-HIP

7 software engineers:
Basic Security Policy and 1 person, Amsterdam
Incident Response; CA Trust
Establishment and Policy

Management;
Security Architecture VO Defipition, Rights y 2 persons, Amsterdam
and Design Team Delegation, and .Scalablllty.
OGSA Web services security 2 persons, Stockholm
and site service access, control and UH-HIP
and auditing
Site Usage Control and 2 persons, Stockholm
Budgeting; Secure Credential and Bergen
Storage.

In EGEE the candidate groups comes from NEG. The cluster has a prominent role in the standard work in
GGF and the Internet IRTF AAAARCH group for work on AAA servers and authorization. They are active in
authentication policy standardization via the CAOPS and co-founded the GridPMA group. NEG staff sits on
the Grid Forum Steering group. Within the EU FP5 DataGrid and DataTAG projects, they were responsible
for secure access mechanisms for databases and data management in the Spitfire system, and defined
fabric access mechanisms via the LCAS and LCMAPS frameworks that received recognition from large
production centres also outside Europe. Both the Dutchgrid and NorduGrid CAs have longstanding
experience in supporting a diverse, multidisciplinary user community.

It is implicit in the way that authentication and trust building works, that the policy and trust actions will be a
collaborative effort between the JRA3 experts and the existing authentication services in the participating
counties in EGEE. Coordination will be centralised in the JRA3 focal point in Stockholm.

5.C.3.4 Justification of financing requested

This group will need financing of highly skilled staff (twelve people), including an experienced Security Head
who will ensure its central coordination. It is considered extremely important that security expertise is
centrally managed, such that the various services remain interoperable. Therefore it cannot be left to the re-
engineering teams, who will each focus on the deployability of individual core services. The consistent
security and single sign-on is one of the most visible and compelling reasons to join resources via the Grid,
and provides end users with immediate benefits in resource exploitation.

It is also the most viable way to ensure that the mechanisms deployed inside EGEE will acquire the
international quality recognition required for standardization.

Besides the architectural and scalability issues, the PMA activity will require quarterly or tri-annual meetings
with the EGEE national CA managers. This supra-national activity forms the basis of the deployed Grid in
Europe and should be supported with appropriate travel funds.
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5.C.3.5 European added value

The members of this group will use, when possible, consolidated standards and practices. At the same time
they will be active in all the relevant standardization bodies (e.g. IETF, GGF) to follow and direct their work.
The enforcement of standards and best practices will contribute to train a community of software developers.
The specification of minimum requirements for sites, the management of intrusion detection systems and the
coordination of security incidents will certainly provide a big leap in the security of the participating sites and
in the awareness of users and managers alike.

5.C.3.6 Exploitation of results

The work of this activity will result in a grid infrastructure with the following characteristics:

e Increase of the security level of the sites, ensure rapid response to intrusions;

e Sound authentication procedures accepted by sites and users;

e Training of programmers and developers in writing security sound procedures;

e A solid authorization and accounting system.
Such a grid infrastructure will be very attractive to a large user base including business communities. Indeed,
insufficient security is seen as one of the major obstacles to the exploitation of existing grid infrastructures.
The work of this activity will raise the level of security to new heights thus allowing further exploitation in
application domains such as the bio-medical area dealing with patient data for which strict access restrictions
exist. The improvements in authentication and authorization will help impose such access restrictions. A solid
accounting system will form the basis for the common market of computing power by enabling accurate
tracing of consumed resources across many sites.
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5.C.3.7 Summary
Activity number: | JRA3 Start date or starting event: Project start
Participant: 35 36 38 39 63

UH-HIP FOM UVA UiB KTH
Expected Budget 192 400 192 192 390
per Participant:
Requested Contribution 192 200 192 192 390
per Participant:

Objectives

Enable secure operation of a European Grid infrastructure by developing security architectures, frameworks
and policies to allow deployment of Grid on a production scale. It specifically includes a requirements cycle,
definition of incident response methods and authentication policies, and the consistent design of security
mechanisms for all core Grid services. It will also address production needs of resource providers with
regard to identity integrity and protection.

Description of work

The specific work for the first deployment period consists of: emergency response protocols and information
exchange formats; establishing a European Trust infrastructure via a EGEE PMA, defining policy evaluation
mechanisms for CA scaling; defining a secure credential storage system; VO management mechanisms and
architectures for VO scaling; Authorization and delegation architectures and site access mechanisms; usage
control and Grid-wide enforcement of budgets.

Deliverables
DJRA3.1 M5 (KTH/PDC) Global security architecture (document)
DJRA3.2 M9 (FOM) Site access control architecture (document)
DJRA3.3 M16 (KTH/PDC) Global security architecture (document - first revision)
DJRA3.4 M24 (KTH/PDC) Assessment of security infrastructure (report)
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MJRA3.1 M3 Completed user requirements survey defines effort redistribution over action lines

MJRA3.2 M3 Set-up of the PMA for European CA'’s and liaison with the non-European ones
MJRA3.3 M4 OGSA SEC service initial recommendations for reengineering

MJRA3.4 M6 Security operational procedures and incident handling, definition of a common Grid
incident format

MJRA3.5 M9 Secure Credential Storage procedures
MJRA3.6 M12  Security operational procedures (first revision)

MJRA3.7 M12  Framework for policy evaluation accepted in GridPMA policies and determination of
the CA service authorities for EGEE

MJRA3.8 M18  Security operational procedures (second revision)
MJRA3.9 M18 Set-up of accounting techniques and distributed budgets
MJRA3.10 M24  Security operational procedures (third revision)

This activity will lead to a secure, reliable and manageable underlying services infrastructure for a pan European
scale Grid enabling many different types of eScience applications.

Justification of financing requested

The consistent security and single sign-on is one of the most visible and compelling reasons to join
resources via the Grid, and provides end users with immediate benefits in resource exploitation. Critical
obstacles prohibit current Grid deployment at a production-scale, and each of these issues must be resolved
as soon as possible to allow wide-scale deployment to continue. The proposed team of 12 security experts is
the minimum to ensure that the overall objectives of EGEE are met. It is also the most viable way to ensure
that the mechanisms deployed inside EGEE will acquire the international quality recognition required for
standardization.

The efforts described here over the next 24 month will not be sufficient to resolve all problems. It should be
expected that this work needs to be continued to ensure acceptance of Grid technology in more security-
sensitive areas.

Besides the architectural and scalability issues, the authentication activity will require quarterly or tri-annual
meetings with the EGEE national CA managers.

% Milestones are control points at which decisions are needed; for example concerning which of several
technologies will be adopted as the basis for the next phase of the project.
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5.C.4 Activity JRA4 - Network Services Development
5.C.4.1 5.C4.1 Scientific and Technological excellence

5.C.4.1.1 5.C4.1.1 Objectives and originality of the joint research activity

This section presents a Joint Research activity consisting of two main tasks:
e Bandwidth allocation and reservation
e Network performance monitoring and diagnostic tools
These tasks, although aligned to similar tasks for access and monitoring of other resource categories, have a
network-specific dimension. Their implementation in the context of the GEANT and the NRENSs requires the
introduction of new capabilities into the NRENs as part of an extensive development programme spanning
the GEANT networks (GN1 and GN2 projects). For both tasks, the introduction of the basic underlying
infrastructure into the NRENSs is already under way; differentiated services are being introduced and
instrumentation of the networks is being put in place. Both will be further developed by the GN2 project to
production-level services, in a form suitable for deployment across the network domains of the
GEANT/NRENS network.
The activities described here match closely with activities proposed for the GN2 project. EGEE as a major
Grid project served by GEANT and the NRENs will collaborate in defining requirements, specifications and
interfaces to new services provided by the network.
Full exploitation of these capabilities by EGEE requires their integration into the Grid middleware through
appropriate interfaces and mechanisms, to allow automated access to the services provided or information
derived. This means
e making it possible for Grid middleware to access service levels and bandwidth reservation through
an interface to the control plane of the network, in order to create the connections and flows by Grid
applications through the dynamic reconfiguration of the network, and
e creating tools that allow measurements of network characteristics to be presented from a number of
perspectives and for various purposes, allowing network performance to act as an input into the way
Grid middleware organises and allocates resources to perform a Grid job.
The tasks below will be developed in accordance with the EGEE architecture defined by the Architecture
Team, in which the network perspective will be represented by a participant drawn from this activity.

5.C.4.1.2 Bandwidth allocation and reservation

The European Research Area is currently served by a set of NRENS linked via a high-speed pan-European
backbone, the GEANT network, constructed and operated by DANTE. The EGEE Grid will use these
networks to connect the providers of computing, storage, instrumentation and applications resources with
user virtual organizations. Grid demonstration projects have shown that Grid applications can generate very
high levels of network traffic that can exceed the current aggregate flows from non-Grid usage, and will
therefore demand new and innovative features of GEANT and the NRENs over and above the current best-
efforts IP service.

In order to meet the needs of both Grid and non-Grid users of the network, mechanisms will be required to
control and balance usage of the network by highly demanding applications, and to categorise and prioritise
traffic flows so that they receive the required level of service from the network.

In particular, EGEE will need services to allocate network bandwidth to Grid applications both immediately
and in advance, delivering specific levels of service. Allocations must be restricted to authenticated users
acting within authorized roles, the services available must be determined by policies derived from SLAs with
user organisations, and the aggregate services made available to VOs must be monitored to ensure
adherence, along with the performance delivered by the network. For Grid applications to operate efficiently,
the assignment of appropriate service levels must be through the interaction of Grid middleware with the
network control plane, in accordance with policies agreed by DANTE and the NRENs management, through
activity SA2. There will thus need to be a tight coupling between the Grid infrastructure and the network
management infrastructure, in terms of access, control and measurement functions. The required services
must be available end-to-end across multiple network domains and incorporate features such as advance
reservation, authentication, authorization and accounting (AAA), and comprehensive performance monitoring
from a number of viewpoints.
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The range and specifications of the services offered will be determined by the requirements and specification
elements of the Network Resource Provision service activity (SA2). At present we envisage the need
potentially to provide and allocate:
e Access to layer-3 (IP) diffserv-based traffic classes
Layer 2 VPNs, based on MPLS
Extended layer-2 VLANS, based on gigabit-Ethernet (GE) connections
Point-to-point switched layer-1 connections (STM-4 to STM-64, 1GE, 10GE)
Secure channels (required by some applications)

e Scheduling (advance reservation) of all of the above
A distinction is drawn between the layer-3 IP diffserv-based services which are already being implemented
as “Premium IP” within GEANT and the NRENSs, and circuit emulation at layers 1 and 2, which are available
currently in only a very limited way and require more long-term development within the GN2 project. Within
the time-frame of this activity, only IP-based services will be available as a reservable resource, with an
evolving level of coverage across the networks.
This task is clearly closely related to the resource allocation and reservation function of the middleware
engineering and integration activity (JRA1), but caters for the network-specific aspects of bandwidth
reservation and the interface to the network control plane. This activity will put in place a Grid service to
implement bandwidth and service allocation and reservation across multiple domains through the
development of an interface between the required network services, such as those described above, and the
layers of Grid middleware that implement co-coordinated global resource allocation and reservation. This
task will also work closely with the network management organisations to introduce the required network
control plane functions to meet the timescales of this task.
When providing such services, the following issues are important:

e Service level: applications may experience severe performance degradation if the underlying
network infrastructure cannot guarantee and maintain a defined level of service.

e Scheduling and advance reservation: in order to make workflow-based reservations of multiple
resources, service discovery and resource brokering will take into account network performance and
the ability to schedule network transports.

e Security: certain applications require data confidentiality, integrity and/or authenticity at transport
level.

5.C.4.1.3 Network performance monitoring and diagnostic tools

The performance of Grid applications will be closely linked to the performance of the networks that link Grid
resources. Because of the distributed systems connected by the Grid and the complex orchestration of
resources required by large-scale applications, the Grid will have specific perspectives on the performance
characteristics of the networks and appropriate performance monitoring techniques and tools will be
required.

Measurement of the performance characteristics of the network and diagnostic tools are needed in a Grid
context for several purposes: problem diagnosis and rectification, services to facilitate resource allocation,
performance monitoring and, in particular, SLA adherence. Typical clients might be:

e Grid middleware (e.g. resource brokers, data management)

e Grid operations centres and network operations centres (to monitor performance and service level,
and to diagnose problems)

e Grid users (to determine when and where problems exist prior to reporting to a support or operations
centre)

GEANT and the NRENSs are engaged in a programme to instrument their networks, and this programme will
be extended within the GN2 project. It is a goal of GN2 to provide an extensive measurement infrastructure
compatible across network domains, to provide and publish network performance data.

The network measurement schemes should consider the following points:

e Integration of a heterogeneous set of monitoring infrastructures across authorities must allow each
authority to have different outlooks and methodologies for the measurement network characteristics.
EGEE will not attempt to standardise implementation of measurements (although it may produce
guidelines).

e Measurement infrastructure should be bound to a heterogeneous measurement environment using
standardised interfaces giving query/response on a well-defined set of standardised network
measurement characteristics, coming from the output of relevant GGF and IETF/IRTF groups
wherever possible.
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e Measurement interfaces can be made available on the boundary of the domain of any authority by
supporting some or all of the interfaces against appropriate authorisation. How an authority chooses
to honour the interface (the implementation) can be left to the authority, provided the standardised
definition of each published characteristic is adhered to.

e Interfaces (at least) should be defined through an appropriate Grid service architecture (for this the
Open Grid Services Architecture is a strong candidate) and a key task will be to decompose the
measurement and monitoring functions into appropriate independent Grid services. Higher-level
functionality (e.g. a diagnostic tool or an SLA measurement tool) can be built on top of lower-layer
Network Grid services.

e Network authorities will only respond to monitoring queries from authorized entities. Guidelines must
be developed for which roles in which organisations will be allowed access to which classes of
network performance data and through which services/tools.

This activity will collaborate with DANTE and the NRENS to define the characteristics that will be measured,
and the interfaces through which measurements are published. It will develop the measurements of basic
characteristics into derived quantities as required for specific measurement purposes, and create tools and
interfaces to make measurement data available to both Grid middleware and human users. Efforts within the
NRENs and EGEE will follow the existing initiatives within the networking community, involving Internet2 in
the US, amongst others, and the Grid community, led by the GGF.

The definition of a hierarchy of services that access measurements of standardised network performance
characteristics through a uniform interface, regardless of how the measurements are made within an
individual network domain, will allow the composition of more sophisticated services that can address the
various goals of network measurement. Tools will be developed to allow users to identify where and when
network performance is affecting their jobs; with this information they may be able to find an alternative time
and/or location to perform their tasks. If a problem is more serious or persistent, Grid operations centres will
have tools to probe the networks and determine where problems might lie, in order to contact appropriate
network management authorities in order to seek resolution; this will improve the ability of the Grid
operations centres to address the correct network domain in seeking to resolve a problem affecting Grid
performance. The availability of network performance information to Grid middleware will allow the
distribution and scheduling of Grid traffic to react to network performance, making the Grid more resilient
against network faults or service degradation; this will improve efficiency since pre-emptive action may be
taken rather than launching jobs which will fail or stall due to network performance constraints. Finally, the
complex interactions that are anticipated between users, applications and resource providers will be
specified by Service Level Agreements (SLAs); tools for the measurement of service-level parameters in
order to verify SLA-adherence will be constructed based on the same hierarchy of network monitoring
services that supports user, operations and middleware monitoring of the networks’ performance.

5.C.4.1.4 IPv6 uptake

An additional task within this activity is to conduct a study of the usage of IPv6 in a Grid context, focussing in
particular on the advantages which might be offered to EGEE through its use. This technology will be
deployed on GEANT and the NRENSs in the time-frame of EGEE, and the implications of the capabilities that
it offers must be studied. However, this protocol can only be effectively used when it is available

i) in all domains between end-points of a given path,

ii) within the user’s equipment and user’s applications.
The roll-out of IPv6 is at different stages in different networks across Europe; although widely available in the
GEANT backbone and the backbone of the majority of the NRENs (natively or tunnelled), it is not universally
deployed in the metropolitan and local access networks through which EGEE user’'s and resources access
the NRENSs. Direct adoption is therefore difficult in a limited coverage scenario.

However, the EGEE Grid should plan for the adoption of this protocol within the time-frame of the project.
Initially this will be tackled in the following ways:
= A study will be made of the features of IPv6, seeking those that are of direct benefit to Grids.
= The availability of IPv6 in the NRENs and access networks will be monitored, to provide a picture of
the match between geographical coverage and the topology of EGEE resource and user sites.
= Awareness of IPv6 will be promoted internally to:
o Middleware engineering activities, to avoid dependencies that constrain middleware to
operate with only IPv4;
o Grid operations activities, to understand the benefits of IPv6 usage in operating a large-scale
Grid;
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o Applications communities, to understand the implications of IPv6 usage by applications.
5.C.4.2 Execution-plan for Joint Research Activity

5.C.4.2.1 Bandwidth allocation and reservation

The first step will be to collaborate with DANTE and the NRENS in defining the interfaces for reservation of
network bandwidth with specified levels of service, confirming to appropriate standards, and to develop
interfaces to EGEE’s resource allocation middleware. This will be followed by the introduction of reservation
mechanisms within limited parts of the networks, dependent on the extent of coverage of premium IP
services. This will be achieved in stages starting with deployment of mechanisms based on existing
frameworks, such as GARA, and will leverage from the results of current projects, such as DataTAG, which
use such bandwidth reservation frameworks. Initially, the network will be unable to reconfigure itself rapidly in
response to reservation requests, and so requests for premium services will be met from static allocations of
bandwidth with QoS support reserved for EGEE usage, with reservation controlled by a resource manager.
Requests that are 1) in excess of the reservable bandwidth available for that time, and 2) made sufficiently
far in advance for the network to be reconfigured will be met by the generation of a request to the networks
to increase the premium IP bandwidth along the requested path.

As the ability of the network to reconfigure in order to satisfy resource reservation requests improves, more
requests will be met by a “dynamic” response of the networks at key ingress points to allocate appropriate
channels. This is important, since the ability to create static allocations of premium bandwidth between
network domains does not scale as the number of end-to-end paths between which premium channels are
provided increases. This will be evolved to reservation of a network path across a single domain, and
ultimately end-to-end reservation across multiple domains.

Milestones and deliverables for the bandwidth allocation and reservation task are given in the Table below.

Project Deliverable or Iltem
Month Milestone
M6 Deliverable Specification of interfaces
DJRAA4.1 i) to network control plane,
ii) to global resource reservation middleware
for bandwidth allocation and reservation.
M15 Milestone Prototype Implementation of bandwidth allocation and
MJIRA4.4 reservation service at specific network ingress points using
static network configuration.
M15 Milestone Specification of end-to-end bandwidth reservation system.
MJRA4.5
M18 Milestone Dynamic re-configuration of key ingress points in response
MJIRAA4.7 to reservations.
M21 Deliverable Implementation of pilot single-domain bandwidth allocation
DJRA4.4 and reservation service in the network core (GEANT and
NRENS).
M24 Deliverable Report on bandwidth allocation and reservation in EGEE.
DJRA4.6

Table JJ Milestones and deliverables for bandwidth allocation and reservation

5.C.4.2.2 Network performance monitoring and diagnostic tools

This task will first determine requirements and use cases for the use of network performance data in a
number of EGEE functions, such as resource allocation or Grid operations. It will then collaborate with
DANTE and the NRENSs to define the network characteristics that are measured and to specify appropriate
query/response interfaces that will give access to published data, in conjunction with appropriate
authorisation. Measurements of basic characteristics can then be used to form composite quantities that are
appropriate for specific monitoring purposes. A prototype tool will be developed to access limited
measurement data from test measurement nodes within the network core, the experience of which will be
used to specify high level monitoring and diagnostic tools. Before the design of the network-wide
measurement infrastructure is completed by the GN2 project, the set of network measurements will be

Page 192 of 212



SEGG

Enabling Grids for
E-science in Europe

508833 29/01/2004

reviewed in collaboration with DANTE and the NRENs. This task will work with the middleware engineering
activity to integrate network characteristics into the resource allocation function of the middleware In the form
of a service to provide network performance data.

The milestones and deliverables for the network performance monitoring and diagnostic tools task are given
in the table below.

Project | Deliverable or Item
Month Milestone
M3 Milestone Requirements and use cases for monitoring and
MJRA4.1 diagnostics tools for users, middleware and operations.
M6 Milestone Definition of initial network performance metrics and
MJIRA4.2 composite measurements required.
M9 Deliverable Definition of standardised network measurement
DJRA4.2 guery/response interfaces, with adequate authorization.
M12 Milestone Prototype tool to access network performance metrics from
MJRA4.3 a limited set of measurement points.
M18 Milestone Specification high-level monitoring and diagnostics tools.
MJRA4.6 Revision of network performance metrics.
M21 Deliverable Service to supply network performance information to
DJRA4.5 resource brokering middleware.
M24 Deliverable Report on network monitoring within EGEE.
DJRA4.7

Table KK Milestones and deliverables for the network performance monitoring task

5.C.4.2.3 IPv6 uptake
This task has a single deliverable, shown in table below.

Project Deliverable or Item
Month Milestone
M18 Deliverable Report on implications of IPv6 usage for the EGEE Grid.
DJRA4.3

Table LL Milestones and deliverables for the network performance monitoring task

5.C.4.3 Quality of the management

5.C.4.3.1 Management and competence of the participants

The tasks presented in this activity, and the accompanying joint research activity, were formulated with the
active participation of DANTE and the NRENSs, and are closely linked to the foreseen programme for the
evolution of their networks. These bodies are of course those that operate the networks, which are in
themselves a very sophisticated and high quality infrastructure, and so their participation in an infrastructure
project such as EGEE is highly valued.

The development work is placed with appropriate network-aware partners capable of producing industrial-
quality software to integrate bandwidth reservation and network monitoring services as a Grid resource. The
lead partner in this activity is University College London (UCL, participant number 19), which has an
established network research group and close relationships with DANTE and a number of NRENs. UCL is a
participant in network work package of the DataGrid, in which it is highly active in the field of network
monitoring. The group is also investigating Quality of Service and bandwidth reservation mechanisms
through the DataTAG and MB-NG projects; an important goal of the latter is to examine existing resource
allocation frameworks, such as GARA, in the context of differentiated services on a high-speed managed-
bandwidth network.

UREC (part of CNRS, participant number 22) is also playing a role in this activity. UREC is a service entity
inside CNRS devoted to network and security consulting, and is involved centrally in global networking
through various international network projects and NREN participation. UREC has wide experience in Grid
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networking, especially provisioning and end-to-end monitoring, and is currently leading the network work
package of the DataGrid project.

DANTE is the organisation charged with constructing and operating the GEANT pan-European backbone,
and has done so very successfully, in collaboration with the full set of European NRENs. DANTE is leading
the formulation of the GN2 project proposal, which contains a number of components with a strong
correspondence to the activities described here. DFN, the German NREN, is also participating in this activity
on an unfunded basis. The close collaboration of the networks with EGEE on the activities described will be
furthered by participation of DANTE with one FTE in activity JRA4. GARR, the Italian NREN, is also
participating in this activity, helping in network monitoring and bandwidth allocation and reservation tasks.
This activity will be run by an Activity Manager at UCL, who is experienced in both network technology and
project management. This activity will also provide a networking representative to the architecture task force,
a role occupying up to 50% of working time and filled by an engineer experienced in both network
technologies and software design. The Activity Manager reports to the Networking Co-coordinator in SA2,
and the work of JRA4 is overseen formally by the EGEE-network liaison body as described in activity SA2.

5.C.4.4 Justification of financing requested

This joint research activity will have close links with the FP6 GN2 project; there are corresponding activities
within the GN2 project plan with shared goals, that complement the work described here by implementing
key services within GEANT and the NRENS, such as new network services, their reservation and network
performance monitoring. The GN2 project will propose significant resources to accomplish these
complementary activities, managed within GN2 but liaising with JRA4 to ensure convergent requirements,
specifications, implementation and delivery. Activities of the two projects with shared goals will be overseen
formally through the liaison body described in SA2, but also managed through direct contact between activity
managers. The close collaboration between the EGEE and GN2 projects will ensure that new services are
developed with their applicability to Grids as a prime requirement.

This activity itself is small on the scale of the total EGEE project, but has set itself realistic goals in a defined
role, that of enhancing the degree of integration of network services into the EGEE Grid. The total effort in
this activity is 7.5 FTEs. The separation between “Funded” and “Unfunded” depends on the accounting
model chosen by each partner. For Full Cost (FC and FCF) model partners, the funded effort is reimbursed
at 50%. In total, UCL will employ three people to work on this activity, of which 1.5 are funded by EGEE; the
remainder will be funded from the UK national eScience programme. UREC will contribute two people to this
activity (50% funded by EGEE). DANTE (participant number 68) will contribute one person to this activity
(50% funded by EGEE). DFN will participate with 0.5 FTE effort, funded from its own sources. GARR wiill
contribute one person to this activity (50% funded by EGEE).

FTE

Participant Description of Role (EU funded + unfunded)

Management of the activity
Bandwidth Allocation and Reservation task 1.5+1.5

UcL Network performance monitoring and
diagnostic tools
CNRS/UREC Network performance monitoring and 240
diagnostic tools
Bandwidth Allocation and Reservation task
DANTE Network performance monitoring and 1+0
diagnostic tools
DEN Network performance monitoring and 0+0.5™

diagnostic tools

Bandwidth Allocation and Reservation task
GARR Network performance monitoring and 1+0
diagnostic tools

Total (FTESs) 5.5+2.0

Table MM Manpower requirements for the Network Services Development activity.

%! The matching funded effort for partner DFN is described and accounted for under NAS.
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5.C.4.5 European added value

Grid applications are likely to make heavy demands on GEANT and the NRENS, in terms both of capacity
and quality of service. These demands cannot be met simply through providing the traditional best-efforts IP
service at a level of capacity that far exceeds the likely demand, i.e. over-provisioning. They will only be met
by providing new services that allocate and reserve bandwidth and deliver specified service levels to Grid
applications.

Resource allocation and advance reservation are not restricted to networking and will be presented to the
Grid user as a global resource service covering network, storage and computing. However, networking
resource must be allocated end-to-end across multiple domains, which creates a complex problem of co-
ordination and dynamic re-configuration of resources within a number of administrative domains. The control
structures and network models implied by offering differentiated services with end-to-end resource allocation
and advance reservation and allocation are not completely understood today. The granularity of resource
reservations in terms of bandwidth and duration is important, together with required QoS (Quality of Service)
parameters. It is in order to deal with the resource allocation problem in the networking domain that this task
is formulated in a networking-specific activity, which will have a clear focus, make use of network-
experienced engineers and have the strong participation of the networks themselves

GEANT and the NRENSs are currently engaged in the introduction of differentiated services (diffserv) on the
existing IP-based networks, so that flows can be guaranteed a desired Quality of Service (QoS). However,
these initial services are offered in a static configuration only, and the configuration cannot respond to
service requests dynamically. These services must be accessible in an automated way, so that Grid
middleware can reserve network services in order to meet the requirements of a Grid application.

It is clearly only possible to operate a Grid, which is heavily dependent on the network that links its
distributed users and resources, if the Grid operational management has a view on the performance of the
network, in order to understand how users and applications may be affected, and to determine which
network management authority can resolve such faults as may arise. Visibility of network performance can
allow problems to be identified and resolved early in order to minimise the impact on the performance of Grid
applications.

Equally, in a distributed Grid operating over a network where multiple paths exist and capacity on any single
path is constrained, a detailed view on network performance can allow intelligent middleware to make
efficient use of the distributed resources in order to circumvent network performance problems at known
locations or times. Network performance measurement is therefore vital to the operation and exploitation of
computing Grids.

Such a vision of coherent network monitoring for a range of purposes is already thoroughly adopted by both
the networking and Grid research communities; the Internet2 project has an end-to-end performance
initiative, of which network performance measurement is an important part , and the Global Grid Forum has a
network measurement working group, which has already begun to standardise the measurement
characteristics relevant to Grid applications and middleware and to survey the tools available for network
measurement. Several EGEE partners, including Dante, the NRENs and UCL, are involved in both of these
research areas. The network administrative authorities have begun the instrumentation of their networks, but
the full value of this instrumentation will only be realised by building a hierarchy of services to allow Grid
users, operations and middleware to access measurements of the underlying network characteristics in a
way that matches their perspective on the services provided by the network.

5.C.4.6 Exploitation of results

The results of the bandwidth allocation and reservation task of this activity will be the means to enable the
Grid-empowered infrastructure to schedule network transports with specified Quality of Service parameters,
with the necessary bandwidth and service classes then reserved on the networks. This will open the way for
a more effective utilisation of non-standard (premium and less-than-best-efforts) services of the networks,
the levels and terms of which will be defined by the Network Resource Provision activity SA2.

The results of the Network performance monitoring and diagnostic tools task will be new channels for
accessing information on network performance and characteristics. This is sensitive information and will only
be released to authorised recipients through suitable tools and interfaces, which will utilise the authentication
and authorisation mechanisms of the Grid infrastructure. High-level information may be available to users
who will receive an overview of general network conditions that will indicate where network performance
might affect Grid performance. More detailed information would be restricted to infrastructure operations
centres to allow a more diagnostic view of the network, with the addition of logging tools to allow fault-tracing.
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Network performance data at a lower level will be used as input to Grid middleware for scheduling and data
transport services, and this greater level of information on network performance could be expected to
improve the performance of these functions, to the general benefit of the Grid user base.
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5.C.4.7 Summary
Activity number: | JRA4 | Start date or starting event: | Project start
Participant: 19 22 68 69 70

UCL CNRS/ DANTE | DFEN | GARR

UREC

Expected Budget per 291 400 186 100 | 215
Participant
Requested Contribution | 291 200 93 0 107.5
per Participant

Objectives

e To develop interfaces to the network control plane to allow Grid middleware to make immediate and
advance reservations of network connectivity specified in terms of bandwidth, duration and quality of service.

e To develop services that provide access to standardised network performance characteristics, and to
compose higher-level services that provide end-to-end measurements of the network for the purposes of
application performance determination, fault identification and diagnosis, resource allocation and SLA
adherence monitoring.

e To study the benefits and availability of IPv6 in the context of the EGEE Grid.

Description of work

This activity includes two tasks: resource allocation/reservation and network performance monitoring, which
have a network-specific dimension. These tasks are aimed at the evolution of research-level techniques into
production-level Grid services, requiring development of what is currently available and implementation of
appropriate interfaces, followed by deployment across the network domains of the GEANT/NREN network.
Interfaces will be constructed permitting Grid middleware to access service levels and bandwidth reservation via
the control plane of the network, in order to create the connections and flows by Grid applications through the
dynamic reconfiguration of the network.

Tools will be developed to measure network characteristics thus allowing network performance to act as an input
into the way Grid middleware organises and allocates resources to perform a Grid job.

Deliverables
DJRA4.1 M6 (UCL) Specification of interfaces for bandwidth reservation services

DJRA4.2 M9 (UCL) Definition of standardised network measurement query/response interfaces

DJRA4.3 M18 (UCL) Report on implications of IPv6 usage for the EGEE Grid

DJRA4.4 M21 (UCL) Implementation of single-domain bandwidth reservation pilot service

DJRA4.5 M21 (UCL) Service to supply network performance information to resource brokering middleware
DJRA4.6 M24 (UCL) Report on bandwidth allocation and reservation

DJRA4.7 M24 (UCL) Report on network monitoring
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Milestones and expected result

M3 MJIRA4.1 M3 Requirements and use cases for monitoring and diagnostics tools for
users, middleware and operations.

M6 MJIRA4.2 M6 Definition of initial network performance metrics and composite
measurements required.

M12 MJIRA4.3 M12 Prototype tool to access network performance metrics from a limited set
of measurement points

M15 MJRA4.4 M15 Prototype bandwidth reservation within static network configuration

M15 MJIRA4.5 M15 Specification of end-to-end bandwidth reservation system.

M18 MJIRA4.6 M18 Specification of high-level monitoring and diagnostic tools. Revision of
metrics.

M18 MJIRA4.7 M18 Dynamic re-configuration of key ingress points in response to

reservations.

Justification of financing requested

This activity will employ 7.5 FTEs, of which 3.5 are funded by EGEE and the remainder provided by the EGEE
partners UREC, UCL, DANTE, DFN and GARR. This activity will perform three valuable tasks, as described, that
are complemented by developments of GEANT and the NRENSs, and will represent network related issues within
the EGEE Architecture Team.
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5.C.5 Overall Implementation and Co-ordination of Research Activities
5.C.5.1 Relevance to the objectives of the Research Activities

5.C.5.1.1 Architecture Team

The Architecture Team defines the overall architecture for the Grid infrastructure produced, deployed and
operated by the project. This architecture must satisfy the requirements as gathered from the application
groups (NA4) and Grid Operations groups (SA1) and adhere to the overall project strategic directions as
defined by the External Advisory Committee.

The Architecture Team will develop an overall architecture encompassing the Grid services deemed
necessary for the project. These services will be provided by the middleware re-engineering groups (JRA1)
and deployed and operated by the operations groups (SA1) for use by the user communities (NA4).

The overall approach is to define a service oriented architecture that will allow different implementations of
Grid services to inter-operate by adhering to agreed interfaces, service levels and protocols. The EGEE Grid
infrastructure will provide the mechanisms for various middleware implementations supporting disparate
resources to exchange data, information and user applications. The architecture will follow and enhance the
evolving standards of bodies such as Global Grid Forum (GGF) while JRA1 will provide a concrete
implementation that can be deployed by SA1.

The architecture will undergo major revisions on an annual basis as part of the annual cycle of the project.
These revisions will take into account feedback from project stakeholders concerning the previous version
that has been deployed on the Grid infrastructure. Minor revisions will also be made during each annual
cycle based on feedback during development, integration and usage. For the first annual cycle of the project,
the architecture team will take input from the final/recent deliverables of running or completed Grid projects
such EU DataGrid, EU CrossGrid, EU DataTAG and the LHC Computing Grid project that have all deployed
significant Grid facilities.

The Architecture Team members will participate to GGF groups to ensure the EGEE architecture remains
mainstream and conforms to evolving international standards. Where appropriate, the EGEE Architecture
Team will actively participate in the standard definition process.

The Architecture Team'’s activities will be intense at an early stage of the annual cycle with all members
working essentially full-time for a period several weeks to produce the architecture deliverable. Throughout
the rest of the annual cycle, it will meet regularly (at least once per month) to consider additions and address
issues discovered during development by the engineering teams and operation groups. This activity may
result in revisions to the architecture document.

The Architecture Team will produce a description of the architecture in terms of software models (using
standard modelling techniques like UML), deployment scenarios and explanatory documentation. To ensure
the architecture addresses the requirements, walkthroughs driven by a selection of use cases will be
performed and recorded. To ensure the architecture is consistent, appropriate simulation tools will be used to
execute/simulate critical aspects of the models.

The architecture model will define standard interfaces for the core Grid services. As part of the deliverable,
abstract interface implementations (e.g. header files which may well be obtained by reverse engineering
existing Grid infrastructures considered appropriate) will be included. Such interface specifications will be
used by implementers (i.e. JRAL1 and any external groups or alternative implementation providers) to ensure
consistency and compliance to the agreed standards. Any request for changes to such interfaces must be
made to the Architecture Team who will determine if the changes are accepted or rejected in consultation
with the appropriate GGF bodies.

The Quality Assurance Group (JRA2) will take interface specifications provided by Architecture Team and
produce a test-suite to ensure implementations comply to interface definitions.

The Architecture Team will continue to produce an architecture model deliverable each year until the end of
the project.
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5.C.5.1.2 Architecture Team Composition

The Architecture Team (see Figure 24) is animated by a Chief Architect working full-time on architecture
issues who is a senior member of the project with extensive experience and high technical as well as
communication skills. The Architecture Team, via the Chief Architect, reports to the Technical Director. It is
staffed with technically competent representatives from the user communities (NA4 — one representative per
major user community — initially one from HEP and one from bioinformatics), middleware engineering (JRA1
— one representative per cluster and one from the integration group), operations group (SA1), network-
related (JRA4) and quality assurance (JRA2). The security activity (JRA3) is represented via the security
cluster of JRA1L. It is important that the Architecture Team is stable with members that participate on a
regular basis. Its membership will be reviewed on an annual basis. Participants must be full-time members of
the project that can spend 50% of their time on work driven by the Architecture Team. Participants will be
proposed by the relevant manager and nominated by the Project Management in consultation with the Chief
Architect.

R i Technical
equirements Dhracar
Strategy
Usage Feedback
Project Operations
Architact
MNetworking
Middleware Clusier Representatives Applications Security
) aA
UK Haly CERM N. Eurcpe  Integration HEP Biology

Figure 24: Architecture Team composition
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5.C.5.2 Execution plan for first 24 months

Figure 25, on the next page, shows a Gantt chart and Activity Interdependencies diagram for JRA1 to JRAA4.
Although funding in this proposal is only sought for the first 24 months of the EGEE I3 we expect its final
duration to extend to 48 months. Our detailed planning at this stage only extends to the first 24 months. At
project month 18 we intend to submit a second proposal addressing the latter 24 months of the project with
detailed planning based on our experiences in the first 24 months. The first 24 months of the project from the
standpoint of the Joint Research Activities will progress as follows:

Project start: The detailed planning of the management structures and functions for the various
engineering, integration, testing, security and quality groups described in JRA1 through JRA4 will
allow the project to become quickly established. We intend to have all management functions and
staffing in place by the start of the project to ensure a quick startup phase. Each of the four joint
research activities begins at the start of the project. We are committed to ensuring our initial plans
are at an advanced stage by the time the project starts, in particular for what concerns requirements
and middleware design (building on the final deliverables of EU FP5 projects such as DataGrid) as
well as OGSA architecture status.

PM3: The first milestones for JRA1 and JRA3 occur at the end of PM3. JRAL will have put in place
the basic software engineering tools required by the middleware groups and produced the first
overall architecture outline document for the grid middleware services. JRA3 will set-up the body to
bring together the Certification Authorities.

PM6: This milestone is shared by activities JRAL1 to JRA4 and represents a key transition in year
one of the project from design phase to the implementation and integration phase.

PM12: This point represents the middle of the project (considering the initial phase of 24 months).
This is an important stage for the Joint Research activities because the first release of the new
EGEE middleware adhering to the OGSA standard will have completed integration and testing in
preparation for handing over to the SA1 activity for deployment.

PM18: The project will be mature by this point. Each of the activities will have developed to a stable
position. Work will be well underway on the second major release of the EGEE software taking into
account the feedback from the deployment of the first release to produce revised architecture and
design for the various grid services.

PM24: At this point the second major release of the EGEE middleware will be handed over to the
SA1 activity for deployment. If, for whatever reason, no further funding is forthcoming, this point will
mark the end of the project and the second major EGEE middleware software release will be
available for further exploitation.
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MJRA1.1 MO03 Tools for middleware engineering and integration deployed

MJRA1.2 MO03 Software cluster development and testing infrastructure available

MJRA1.3 MO05 Integration and testing infrastructure in place including test plans (Release 1)
MJRA1.4 M09  Software for the Release Candidate 1

MJRAL1.5 M10 Integrated Release Candidate 1 enters testing and validation period (Release 1)
MJRA1.6 M18 Test plan for core Grid components and overall Integration (Release 2)
MJRAL1.7 M19 Software for the second release candidate available

MJRA1.8 M20 Release Candidate 2 enters testing and validation period (Release 2)

MJRA2.1 MO5 Internal QA website deployed

MJRA3.1 MO03 Completed user requirements survey defines effort redistribution over action lines
MJRA3.2 MO03  Set-up of the PMA for European CA’s and liaison with the non-European ones
MJRA3.3 MO04 OGSA SEC service initial

Security operational procedures and incident handling, definition of a common Grid

MJRA3.4 ~ M06 incident format

MJRA3.5 M09 Secure Credential Storage procedures

MJRA3.6 M12  Security operational procedures (first revision)

Framework for policy evaluation accepted in GridPMA policies and determination of

MJIRAS.7 M12 the CA service authorities for EGEE

MJRA3.8 M18  Security operational procedures (second revision)
MJRA3.9 M18  Set-up of accounting techniques and distributed budgets

MJRA3.10 M24  Security operational procedures (third revision)

Requirements and use cases for monitoring and diagnostics tools for users,
middleware and operations.

Definition of initial network performance metrics and composite measurements
required

MJRA4.1  MO3

MJRA4.2  MO06

MIRAL3  M12 Prototype tool to access network performance metrics from a limited set of
measurement points.

MJRA4.4  M15 Prototype bandwidth reservation within static network configuration.

MJRA4.5 M15  Specification of end-to-end bandwidth reservation system.

MJRA4.6 M18  Specification of high-level monitoring and diagnostic tools. Revision of metrics.

MJRA4.7 M18 Dynamic re-configuration of key ingress points in response to reservations

Table NN Summary of JRA1-JRA4 milestones

Page 203 of 212



SEGG

Enabling Grids for
E-science in Europe

508833 29/01/2004

DJRAL.1
DJRA1.2
DJRAL.3
DJRA1.4
DJRAL.5
DJRAL.6
DJRAL.7
DJRA2.1

DJRA2.2

DJRA2.3

DJRA3.1
DJRA3.2
DJRA3.3
DJRA3.4
DJRA4.1
DJRA4.2
DJRA4.3
DJRA4.4

DJRA4.5

DJRA4.6
DJRAA4.7

MO03
MO05
M12
M14
M15
M21
M24
Mo04

M12

M24

MO05
M09
M16
M24
MO06
M09
M18
M21

M21

M24
M24

Architecture and Planning (Release 1)

Design of grid services (Release 1)

Software and associated documentation (Release 1)
Architecture and Planning (Release 2)

Design of grid services (Release 2)

Software and associated documentation (Release 2)
Final report on middleware re-engineering

Quality Plan for EGEE

Annual Report on EGEE Quality Status, including software and Grid operations
and plan for second year

2nd Annual report on EGEE Quality Status, including software and Grid
operations

Global security architecture

Site access control architecture

Global security architecture (first revision)

Assessment of security infrastructure report

Specification of interfaces for bandwidth reservation services

Definition of standardised network measurement query/response interfaces
Report on implications of IPv6 usage for the EGEE Grid

Implementation of single-domain bandwidth reservation pilot service

Service to supply network performance information to resource brokering
middleware

Report on bandwidth allocation and reservation

Report on network monitoring

Table OO summary of JRA1-JRA4 deliverables
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5.C.5.3 Joint Research Activities Final Summary

Overall, the ensemble of the research activities which has been presented in this section has been designed
with three clear goals in mind:

1. To provide production quality core Grid services for the EGEE 13 infrastructure;

2. To provide a quality assurance framework that can be used throughout the project covering all
aspects of middleware engineering, service operations and general project management;

3. To provide the most secure Grid environment possible in which a multitude of user communities and
application domains can share resources and infrastructure according to their needs .

Each of the activities presented has key links into other activities integrated by EGEE. These links include:

e JRAL: Will work closely with the service activities to deliver production quality middleware and
ensure the feedback from operations staff is taken into account in the overall software lifecycle. At
the same time this activity will seek to gather information from the networking activities in the form of
end-user feedback. Interaction with all activities of the project at the architecture level is inherent in
the composition of the Architecture Team;

e JRA2: The quality assurance activity, by definition, interacts with all activities of the project. In
particular for Operations (SA) the quality criteria and their measurement will be a point of contact
with the resource centres and Operations management team;

e JRA3: The security activity is designed to link to all of the technical activities in order to ensure the
secure integration of the middleware, infrastructure and resource centres;

e JRA4: The network services development interfaces directly with the other joint research activities
and implements new developments that will be migrated to the network provision activity (SA2).
Externals links to GEANT and the NRENSs will be inherent in the staffing of this activity.

It is hoped that it has been demonstrated in the preceding sections how, without the Joint Research
Activities, while the Specific Service Activities will create a production Grid infrastructure, this work will only
move towards emerging standards (OGSA) and reach the highest-quality to meet the needs of users from
across the European Research Area if significant effort is put into producing a well engineered set of
middleware Grid services.

We believe that the success of these joint research activities will be key to realising the expected growth in
the user base and total computing resources of the Grid
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6 Project resources and budget overview

6.A Overall budget for full duration of the project

<include here a copy of the A3.1 and A3.2 forms from the CPFs — whole duration of the project>

6.B Budget for the first reporting period plus 6 months

<include here a copy of the A3.3 forms from the CPFs — first reporting period plus 6 months>

6.C 13 management level description of resources and budget

Below is a table summarising the effort foreseen for each activity’’. The detailed roles of the personnel

involved are described in the text of the appropriate section of chapter 5.

The table shows FTEs (Full Time Equivalent) of manpower for each partner in each activity per year of the
project. The separation between “Funded” and “Unfunded” depends on the accounting model chosen by
each partner. For Full Cost (FC and FCF) model partners, the funded effort is reimbursed at 50%.

Activity

Federation

Partner

Funded Unfunded
Effort in Effort in
FTEs FTEs
NA1 1. CERN 6 0
NA2 UK / Ireland 17. UEDIN 0,5 0,5
CERN 1.CERN
32. TERENA
Italy 31. INFN 0,5 0,5
Germany/Switzerland | 28. FZK 1
Northern Europe 33.VUB 0,5 05
South-East Europe 49. CLPP BAS 0,7 0,7
50. UCY 0,7 0,7
Central Europe 2.GUP 0,05 0,05
5. BUTE 0,09 0,09
6. ELUB 0,09 0,09
8. MTA-SZTAKI 0,1 0,1
Russia 41. IHEP 0,53
42. IMPB RAS 0,45 1.2
43. ITEP 1,05
44. JINR 133
45. KIAM RAS 0.8
46. PNPI 0,53
47. RRC KI 133
48. SINP-MSU 2,68
Total 17,93 4,43
NA3 UK/ Ireland 17. UEDIN (NeSC) 6 6
Central Europe 2. GUP 0.4 0.4
3. UNIINNSBRUCK 0,2 0,2
4. CESNET 1,7
5. BUTE 031 031
6.ELUB 0,33 0,33

? The figures shown are rounded for simplicity.
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8. MTA-SZTAKI 1 1
11.1em 0,53 0,53
12. PSNC 0,53 0,53
13. II-SAS 2,24
Germany/Switzerland | 28. FZK 2
Italy 31. INFN 1 1
Northern Europe 34. KU-NATFAK 1,33 1,33
Russia 41. IHEP 0,7 2
42. IMPB RAS 0,2 0.6
43. ITEP 1.34
44. JINR 1,3
46. PNPI 1,06
47. RRC KI 1,06
South East Europe 51. GRNET 2,5
52. TAU 0,73 0,73
53.ICI 2.9
Total 29,36 14,96
NA4 1. CERN 4 4
Central Europe 4. CESNET 1,6
8. MTA-SZTAKI 0,2 0,2
UK / Ireland 17. UEDIN 0,5 0,5
France 22. CNRS 10
23. Cssl 2
24. CRSA 2
Germany/Switzerland | 26. DKRZ 1
27. FhG 1
Italy 31. INFN 2 2
North Europe 36. FOM 2
Russia 41. IHEP 1.6
42. IMPB RAS 0.3 1
43. ITEP 2
44. JINR 1,6
46. PNPI 16
47. RRC KI 2
48. SINP-MSU 2
South East Europe 56. CSIC 2
59. UPV 2
Total 41,4 7,7
NA5 1. CERN 1
South East Europe 51. GRNET
Italy 31. INFN 0,5 0,5
Germany/Switzerland | 28. FZK 0,5
France 22. CNRS 0 02
70. GARR O:5
South East Europe 56. CSIC 1
UK / Ireland 18. PPARC 0,2
Germany/Switzerland | 69. DFN 0,5
Total 3,2 1,7
SAl 1. CERN 9 9
UK-Ireland 16. CCLRC 19
15. TCD 1 1
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France 22. CNRS 14,75
20. CEA 2,25
21. CGG 1,8
23. CSSI 1,75
Germany/Switzerland
25. DESY 3,75
27. FhG 5,75
28. FZK 3,75
29. GSI 1,75
Italy
31. INFN 8,5 8,5
64. ENEA 1
65. UniCal 0,5 0,5
66. UniLe 0,5 0,5
67. UniNa 0,5 0,5
Northern 36. FOM 2
37. SARA 4
40. VR 3 3
South East
51. GRNET 4
49. CLPP-BAS 1 1
53.ICI 2
52. TAU 1
50. UCY 1
South West
57. IFAE 2.3 2.3
54. LIP 4
55. CESGA 1,25 1,25
56. CSIC 4.4
58. INTA 2.2
Central Europe
3. UNIINNSBRUCK 0,4 0,4
2.Gup 0,48 0,48
4, CESNET 1,76
7. KFKI-RMKI 0,96
8. MTA-SZTAKI 0,09 0,09
9. NIIF 0,64
10. CYFRONET 0,85 0,85
11.1c™ 0,74 0,74
12. PSNC 0,74 0,74
14.JSI 0,88
13. 1 SAS 1,2
Russia
41, IHEP 5,25
42. IMPB RAS 0,25 1
43. ITEP 5,25
44. JINR 5,25
45. KIAM RAS 3
46. PNPI 2
47. RRCKI 1,9
48. SINP-MSU 6
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Total 145,34 33,85
SA2
France 22. CNRS/UREC 2
South East Europe 51. GRNET 0 0,5
Russia 47. RCCKI 2
Total 4 0,5
JRA1
1. CERN 16 16
Italy/Czech Republic
31. INFN
30. DATAMAT
4. CESNET
UK / Ireland
16. CCLRC 8 0
France
22. CNRS 0 2
USA
60. UChicago 0 N/A
61. USC 0 N/A
62. UW-Madison 0 N/A
Total 40 24
JRA2 France 23. CSSI 1 0
22. CNRS 2 0
Total 3 0
JRA3 Northern 63. KTH/PDC 1 2
38. UvA 2 2
35. UH.HIP 1 1
39. UiB Parallab 1 1
Total 5 6
JRA4 UK / Ireland 19. UCL 15 15
68. DANTE 1
Italy 70. GARR
France 22. CNRS/UREC
Germany/Switzerland | 69. DFN 0,5
Total 55 2
Grand Total 300,73 95,14
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7 Ethical Issues

This proposal does not raise any ethical issues directly. The Grid empowered infrastructure has clear
analogies with communication systems such as conventional telephones and the Internet. In both cases the
communication services provided are of generic and neutral value. Applications using, for example,
biomedical Grids will in some cases have to pay particular attention to ethical and confidentiality issues. As
part of the EGEE technological development appropriate levels of security and confidentiality will be
implemented and offered to the end users. However, ultimate responsibility will in these cases remain with
the application communities of the end-users of the EGEE infrastructure.

Does your proposed research
raise sensitive ethical questions YES NO
related to:

Human beings

Human biological samples

Personal data

Genetic information

Animals

XX XXX
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8 Other Issues

8.A Gender Issues

Most of the partners in EGEE are scientific organizations with an established policy of equal gender
opportunities. CERN, the leading partner, has an excellent record history with an equal opportunity
programme established long time ago.

Other EU-funded Grid projects, such as DataGrid and DataTAG count female staff in key technical and
managerial positions. The EGEE management will strive to ensure equal opportunity, according to EU rules
and guidelines, when hiring the new project staff.

Grid technology has an impact on Gender issues, as it is an enabling technology that, like the Web, makes
new ways of working possible. In particular, the Grid provides remote access to data and computer power
and can also facilitate remote access to scientific instrumentation and enhance teleconferencing capabilities.
All these benefits can contribute to help to reduce the burden of child rearing on scientifically active parents,
and the aggravating effects these burdens can have in practice on equal gender opportunities in scientific
careers. These benefits extend to persons with limited mobility, whatever the cause.

8.B Third party countries

Given the international and global scope of the Grid empowered infrastructure proposed, it will be essential
to associate to the project collaboration from third party countries. Both US and Russian institutes are
proposed as full partners and their collaboration is essential for the success of the project. The proposed
activities for US and Russia are detailed in Appendix 5. On the basis that EU funding for Russian partners
can be provided in certain cases, the corresponding budgets for these countries have been included in the
overall EGEE project budget and specified in each activity. Other non-EU countries are planning to
participate unfunded and are listed in table 1b. Cooperation with the SEE-GRID project is under way and an
MoU between EGEE and SEE-GRID will be signed. In SEE-GRID all the Western Balkan Third countries
participate including Albania, Bosnia-Herzegovina, Croatia, Former Yugoslav Republic of Macedonia
(FYROM) and Serbia & Montenegro.
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9 Appendix A — Consortium description

< please refer to the EGEE Consortium Agreement>
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