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• pooling resources of several organizations:
– Supercomputing Center Brno, Masaryk University, Brno
– Supercomputing Center of Charles University (UK), Praha
– Superc. Center, University of West Bohemia (ZČU), Plzeň
– NCBR + Loschmidt laboratories, Masaryk University, Brno
– Institute of Biophysics, Czech Academy of Sciences, Brno
– Institute of Wood Science, MZLU Brno
– University of South Bohemia (JU), České Budějovice
– FEEC University of Technology (FEKT VUT), Brno
– CESNET
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• MetaCentrum is activity of CESNET
• on 11.3.2009 total 1365  CPUs (cores)
• Czech national digital grid e-infrastructure
• resources of organizations are shared on 

various levels (929 CPU shared unrestricted)
– MU, UK, CESNET - shared with everyone 
– ZČU, JU – shared, but members have priority
– MZLU, NCBR - dedicated for their members only
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• all employees and students from academia 
can be users of MetaCentrum

• owners can have priority or exclusive 
access to their resources

• all users can use available resources 
owned by others or use “neutral” CESNET 
resources

• grid allowing better use of resources by 
pooling
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Hardware
• linux clusters of i386/x86_64 servers 

– 1, 2, 4, 8 CPU machines
• 8x 16CPU Opteron with 64GB RAM
• SMP (symmetric multiprocessing) 

– 16 CPU Itanium, 48 CPU MIPS
• network cards 1Gb/s Ethernet,             

2.5Gb/s Myrinet, 20Gb/s Infiniband
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Storage space

• local disks on computing nodes
• shared network drives on each cluster(NFSv3)
• 100TB disk array accessible using NFSv4
• two tape libraries with 1000 tapes  400GB 

each, i.e. 400TB total
• backups and and archiving 
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Users
• computational chemistry
• material and structural simulations
• flow simulations
• speech recognition and generation
• physical geodesy
• ecological modelling
• video processing
• data mining
• analysis of medical images
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Unified environment
• one registration
• one login name
• one password
• shared network file systems (AFS, NFSv4)
• job control system (PBSPro)
• account management system (Perun)
• portal http://meta.cesnet.cz/
• one communication address meta@cesnet.cz
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Job control system PBSPro
• allocates resources to users 

–  machines, CPUs, memory, licences
• users specify amount of resources and their 

properties 
– CPU type, OS, network interface, geographical 

location (Brno, Praha, Plzeň, Budějovice)
• jobs are organized in queues
• allocated resources can be used 

interactively or in batches
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Tools needed by users

• WWW browser because of the portal
• ssh client (PuTTy) for remote command 

line access
• FTP or scp (WinScp) client for file transfer
• eventually remote disk sharing (Samba, 

NFSv4, AFS)
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• thank you for your attention


